[Lecture Note 5]

Variation of Parameters Formula
and Adapted Norm

Let f : RY — R be a continuously differentiable map aptie a nonsingular
fixed point, i.e., the linearizatioP f (g) is invertible. If D f(g) is similar to a block
diagonal matrix

Df(q) ~ diag(A, B)

then we can assume that after translating the fixed poinetotigin0 there is a
coordinate systerfr, i) € R? so that the mappin(g, i) = f(z, y) can be written

as
{ T = fi(r,y) = Az + h(z,y)
y= f2(z,y) = By + h(z,y).

By the Global Inverse Function Theorem we know that fbip) = f(p) —
Df(q)pif ||[H]||, < § ando sufficiently small, therf is globally invertible with
inversef~! = Df(q)~' + G and||G||, < e ande = O(0) (i.e.,lims_,o e = 0). So
for (z,y) = f~(z, y) we can write

{ r=[f (@) = Az
y=[f"s(z.5) = B!

Lemma 1 (Variation of Parameters Formula for Maf)et ¢ be a nonsingular
fixed point of a continuously differentiable m@pn Re. If D f(q) ~ diag(A, B)
for some matrixesi, B, then for sufficiently smai > 0, |f — Df(q)||, < ¢
implies there is a coordinate system so that f(p) is equivalent to

(1)

+9(z,9)
g )

{ T = Az + h(z,y) 3)

y =By +9(z,79),

with the properties that(0,0) = 0, ¢(0,0) = 0, Dh(0,0) = 0, Dg(0,0) = 0,
and||(h,g)|l;, - 0asd — 0. Moreover, the following variation of parameter
formula holds for any orbitz, 11, yni1) = f(zn,yn), n € Z

{ T = A" w4+ 30 AT (o, i)

—-m m n+1—1 4
Yo = B" "y + 300 BT g (2, i) )

forany/ <n <m.

Proof. The discussion preceding the lemma shows that for sufflgismall 9,
p = f(p) is equivalent to Eq.(1) and Eq.(2), together they imply Bg.(Also,
it follows from the discussion thai(0,0) = 0, ¢(0,0) = 0, Dh(0,0) = 0,
Dg(0,0) =0, and||(h, g)||;, = 0ass — 0.

Conversely, assume a pair of poirits y), (z, y) satisfy Eq.(3). Recall from
the Global Inverse Function Theorem that fér= f — J with J = Df(q), the
inverse off = J+ H canbewrittenag ™! = J '+ GwithG = —J 1o Ho f1.



In the coordinate systerfx, y) for which J = diag(A, B), H = (h,h), G =
(9,9), we have .
g=—-Blohof

Hence, the second equation of Eq.(3) can be written as
y= By~ By(z,5) = By + ho [}(z,9).
Pairing it with the first equation of Eq.(3) we have

{ T =Ax+ h(z,y)

§=DBy+ho(J ' +G)(z7). ®)

Treating it as a fixed point for the mapping defined by the rggtié of equation,
p=2S(p,p),S:RYx R4 — R? we can conclude that if

L AT+ Gl <1 (6)

then S(-,p) is a uniform contraction. Hence, for evepy= (z,y), there is a
unique fixed point(z,y) = f*(z,y) parameterized byz,y). Becausdz,y) =
f(z,y) obviously satisfies Eq.(5), it is a fixed point 6f-, p). Therefore, by the
uniqueness of the fixed point we must havey) = f(z,y) = f*(z,y), proving
the equivalence of Eq.(3) to Eq.(1). Because the assumfpyfien D f(q)||, < 0
implies (6) for smalby, the equivalence indeed holds.

As a consequence to Eq.(3), for any orpit= {p,, }5°__, with (2,11, Yns1) =
f(z,,yn), we use the first equation of Eq.(3) to write

Ty = A‘rn—l + h(xn—la yn—l)

and then recursively apply it to itself to obtain the first agon of Eq.(4). Simi-
larly, we use the second equation of Eq.(3) to write

Yn = BilynJrl + g(xn+1> yn+1)
and then recursively apply it to itself to obtain the secogudation of Eq.(4). [

DenoteJ = Df(q), o(J) the set of eigenvalues of the linearization, count-
ing multiplicity. Denotec®(J) = o(J) N {|z| < 1},0°(J) = o(J) N{|z] =
1},0%(J) = o(J) N{|z| > 1} the set of eigenvalues inside, on, outside the unit
circle, respectively. Denot&®, E°, E* the corresponding generalized eigenspaces
for eigenvalues ob*, 0¢, 0%, respectively. TheiR? = E* @ E¢ @ E*. In fact,
the phase space can be split or combined in other differegs.wdwo splits
we will need later areR? = E= ¢ E¢, R? = E* ¢ E®, with E® = E* @ E°
andE® = E° @ E*, corresponding te* = ¢° U o¢ o = o° U o, etc. Let
d; = #(o') = dim(E?). Thend = d., + d.,, des = d, + d., etc. Also,E4 =~ R,
fori = s, ¢, u, sc, su.

Depending on applications, a coordinate systeny) can be chosen so that
Df(q) = diag(A, B) with eigenvalues ofd the seto“* and those of5 the set
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o". Or A’s eigenvalues are from®, andB’s eigenvalues are from“*. Or in the
case of hyperbolic fixed pointsl’s eigenvalues are from®, and B’s eigenvalues
are fromg*, because® = @. Or a coordinate systeifx, y, z) so thatD f(q) =
diag(A, C, B) with ¢(A) = o*, 0(C) = ¢¢ ando(B) = ¢“. In any case, for
|f — Df(q)|l, < é with sufficiently smally, the Variation of Parameters Formula
(Lemma 1) applies. For the cases of two-matrixes splits tier linearization,
functionsh, g are allC! satisfying

h(0,0) = 0, Dh(0,0) =0, g(0,0) =0, Dg(0,0) =0 (7)
and they are globally Lipschitz with Lipschitz constantsssging
L = max{Lip(h), Lip(9)} = 0 as | f = Df(@)ll, = 0. (8)

The same conditions also hold far g but we do not need them usually. The
Variation of Parameters Formula can also be generalizedréztmatrixes split
cases for the linearization.

We can further assume the coordinate is chosen so that thixesat, B, etc.,
are in their Jordan canonical forms. Specifically, for exeEng = diag(Dy, ..., Di)
with eachD; being one of the following forms:

D N 0 ... 0
0 D N ... 0
0 0 D N

00 0 D |

where eitherD = \,N = 0,orD = \,N = ¢, or D = {Z _ab},N =

{ 8 8 },orD = { Z _ab , N = S S },with)\ora+z’btheeigenvaluesof
D;, ande being an arbitrarily small but nonzero number. Similar ferfor B or
for any other splitting also hold. Take a hyperbolic caseraexample for which
0¢ =0, 0(A) = 0° o(B) = o*. Then for any fixed but arbitrary constants/
satisfying
max{c(A)} <a <1< <min{o(B)}

we can choose a sufficiently smal& priori and then a coordinate system y)
so that with respect the Euclidean norm fer y) the matrix norms ford and B
satisfy

IAl <a<1<p<|B|| and|B~|| < 1/8. 9)
Such a norm is referred to as adapted nornfor the linearization. Take a non-
hyperbolic case for whiclr(A) = 0 andoB = ¢*. Then for any constants

a’/B
max{c(A)} =1< < é < min{o(B)}
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we can choose again a sufficiently smadl priori and then a coordinate system
(x,y) so that the matrix norm foA and B satisfy

IA| < 8 and|B7Y| < a < 1. (10)

The last case as an example is for the splittiid) = o° ando(B) = o, for
which for any constants, 3

max{c(A)} < a <1 and max{oc(B™")} =1< 8
we can choose an adapted coordinatey) so that
|Al < <1 and||BJ| < B. (11)

Such coordinates will prove to be convenient in analyseswariant manifolds of
diffeomorphic maps.



