Take Home Midterm Exam MATH 939, Due Nov 14

1. Let f : I — I be a Markovian map on I = [0, 1] with partition I = |J!"_, I; with n > 2. Prove the following identities.
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(Hint: Use the fact that f is linear on each I; with slope s;, and | f(b) — f(a)| = |s;||b — al if [a,b] C I;.)
Solution: Notice first this general result. Let Ji C Ii be any subinterval of any I, 1 < k < n. Then f _1(Jk) N1;isa
subinterval of I;, empty interval included. Because f is linear on I; with |s;| = m; > 0 being the absolute value of its

slope on I;, we must have
| Ty N f(13)]
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[ ) N L =
Either J, N f(I;) = @, in which case
|f7H () O L] = | Je O f(L)] /mi = 0,
or Ji, N f(I;) # &, in which case Jy N f(I;) = Ji because f is Markovian as I;, C f(/;), and
|f7H () N 1| = |kl fm.

Now we prove (a). Two cases are considered. For the first case when either | f~!(I) N [;] = O or |[f~1(I;) N I}| = 0,
equivalent to I, N f(I;) = @ or I; N f(I) = @, we must have

(f'I)NI)NLCf ' Iy)NL=2 and [f1(f (L) NI) N L =0
or

AU N L) N L C fTH (@) N L and [F7H(FTHI) N L) N L] = 0.
For the second case when | f~*(I) N I;| # 0 and | f~'(1;) N I| # 0, we have from the general result
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(b) Because {I; : 1 < k < n} is a Markovian partition of I, we have
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2. Let P = [p;;] be a probability transition matrix which is irreducible and transitive with all positive entries for P* for
some k > 1. Complete the proof of the Perron-Frobenius Theorem that lim;_, o, PRt W implies lim;_, o, Pt — W.

Solution: Because WP = W, WP’ = W forall £ = 0,1,2,...,k — 1. Thus, every sequence of the k subsequences
PFHE 0 < ¢ < k — 1 converges to the same limit

lim P¥*¢ = [lim P*]P* = WPt =W,
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implying P* — W as k — oo. This is because for every € > 0, there are T} so that for t > Ty, | P**** — W| < e. Let
N =max{kT; +(:0</¢<k—1}. Thenforn > N thereisat¢and 0 < £ < k so that n = kt + ¢ and

IP" =W = [[PHH — W] <,

showing what is claimed.

3. Let X be a Banach space with norm | - |. Let T : X — X be a linear operator (with the operator norm |T'| =
SUP| <1 T(x)). If |T| < 6 < 1, then the linear operator I — T is invertible, and the inverse is

=T ' =T+T+T* 4= 1"
n=0
with bound 1
I-T' < —
=717 < =
Solution: First A = Y~ T™ converges uniformly because it is dominated by > 6" with § < 1, and |A| < 2. Second,

for each partial sum A,, = > | T, we have
[-TAy=I-TII+T+T*+---+T"=1-T""".

Take limitasn — ocoto get [[ —T|A =T as A,, - Aand T™ — Osince ||T"|| < 6™. Similarly, we can have A[] —T]| = I,
showing [I — T]~! = A as required.

4. Let X,Y be Banach spaces, and denote by L(X, X) the Banach space of all bounded linear operators from X to X
with the operator norm defined as in Problem 3 above. Let T : Y — L(X, X). Assume there is a constant § < 1 so that
sup,cy |T'(y)| < 0 < 1,and T'is continuously differentiable in y, i.e., for A = T'(y +h) —T(y) — DT (y)h, |A] = o(|A|),
and DT (y) € L(Y,L(X, X)) is continuous. Then [I — T(y)]~! is also continuously differentiable in y. Describe how
the result can be generalized to the case that T'(y) is C* or analytic in y. (Hint: Show first the power rule DT™(y)h =
[DT (y)R]T" L (y) + T(y)[DT(y)h]T"%(y) + - - - + T L(y)[DT(y)h] for y,h € Y. Also, you can cite without proof
any reasonable result on uniformly convergent series.)

Solution: For y,h € Y, we have

[Anll == Ty +h)" =T (y)" = DT"(y)h|
= [[(T(y+h) = T(y) = DT(y)h)T(y + h)"~*
+T ()T (y + h)" " + (DT (y)h) [Ty + hy" =Ty )”*1] —T(y)"
—(T(y)[DT (y)h]T"2(y) + T(y)*[DT (y)h]T"~3(y) + -+ + T (y)[DT (y) ]|
AT (y + R)™ ] + [ DT (y AT (y + 2)" ! T(y)" g
HITWINT(y + h)" = = T(y)" ™" = (DT ()RT " (y) + -+ T" () [DT (y)R)) |

IA

Notice that the first two terms are o(||h||). For the third term, we can apply the same technique recursively to show || A, ]|
is o(||h]]). So T'(y)™ is differentiable with the given derivative. Moreover, the derivative is bounded by

IDT™(y)|| < n|| DT||T|"~" < n6™ | DT.

Hence, the infinite series of the derivatives is dominated by > n6"~!|| DT || and therefore converges to the derivative of the
sum, i.e., [ — T(y)] " is differentiable in y. This argument can be used to show [I — T'(y)] "' is C* if T(y) is C*. If T(y)
is analytic, sois [I — T'(y)]~! because it is differentiable in the complex variable .

Alternate: Prove first the product rule: Let h(z) = f(x)g(z) where f,g € C*(U, L(Y,Y)). U open in X, and X,Y are
Banach spaces. Then for x € U and h € X, Dh(x)h = [Df(x)h|g(x) + f(z)[Dg(z)h].

(f is not linear in = because U may just be a small open set, but f(x),x € U is linear in Y, ie., f(z)(ay + bz) =
af(z)(y) +bf(z)(z) forany y,z € Y and a,b € R. Also, h(z)(y) = f(x)(g9(x)(y)) foranyy € Y and z € X.)

Proof of the Product Rule: Let A = h(x + h) — h(x) — Dh(z)h, then we have by inserting four auxiliary terms
A=nh(z+h)— f(z)glx+h)+ f(z)g(z+ h) — [Df(x)h]lg(xz + h) + [Df(z)h]lg(x + h) — h(z) — Dh(z)h.
Regroup the terms to have

1Al < I(F(z+h) = fz) = [Df(z)h])g(x + )| + [[Df(2)h)(g(z + h) — g(z)]]
+lf (@) (g(x +h) — g(x) = [Dg(x)h)]|



For which, the first term is of order o(h) because f is differentiable, the second order is of o(h) because g(x+h)—g(z) — 0
and [|[[Df(z)Rh]|| < [[[Df]lloll|l, and the third term is of o(h) because g is differentiable. Thus, by definition, A is
differentiable at z € U with the said derivative, completing the proof for the product rule.

As an application, the power-rule follows as below:

D(T™(y))h [DT(y)hT(y)"~" + T(y)[D(T(y)"~")h]

= [DTW)WT(y)" ' + T(y)([DT(y)R]T(y)" 2+ T(y)[D(T(y)"2)h])

[DT(RT™ () + T)DT AT () + - + T () [DT(y)h]

5.Let f : R" x R™ — R™ be a C* function with k > 1. Assume z¢ € R is a hyperbolic fixed point of f(-, 1) for some
yo. Prove that z( persists in the sense that there is a small neighborhood V' of yy and U of xy and a C* function ¢o:V—=>U
sothat f(z,y) =2 inU x Viffz = ¢(y).

Solution: Use Implicit Function Theorem for F'(z,y) = « — f(z,y), and use the fact that D, F' (2o, yo) = I — Dy f (20, %0)
is nonsingular, thus invertible, because A = 1 is not an eigenvalue of D,, f(z, yo).



