On the local well-posedness and a Prodi–Serrin-type regularity criterion of the three-dimensional MHD-Boussinesq system without thermal diffusion
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Abstract

We prove a Prodi–Serrin-type global regularity condition for the three-dimensional Magnetohydrodynamic-Boussinesq system (3D MHD-Boussinesq) without thermal diffusion, in terms of only two velocity and two magnetic components. To the best of our knowledge, this is the first Prodi–Serrin-type criterion for such a 3D hydrodynamic system which is not fully dissipative, and indicates that such an approach may be successful on other systems. In addition, we provide a constructive proof of the local well-posedness of solutions to the fully dissipative 3D MHD-Boussinesq system, and also the fully inviscid, irresistive, non-diffusive MHD-Boussinesq equations. We note that, as a special case, these results include the 3D non-diffusive Boussinesq system and the 3D MHD equations. Moreover, they can be extended without difficulty to include the case of a Coriolis rotational term.
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1. Introduction

In this paper, we address global regularity criteria for the solutions to the non-diffusive three-dimensional MHD-Boussinesq system of equations. The MHD-Boussinesq system models the convection of an incompressible flow driven by the buoyant effect of a thermal or density field, and the Lorentz force, generated by the magnetic field of the fluid. Specifically, it closely relates to a natural type of the Rayleigh–Bénard convection, which occurs in a horizontal layer of conductive fluid heated from below, with the presence of a magnetic field (cf. [1,2]). Various physical theories and numerical experiments such as in [3] have been developed to study the Rayleigh–Bénard as well as the magnetic Rayleigh–Bénard convection and related equations.

We observe that by formally setting the magnetic field $b$ to zero, system (1) below reduces to the Boussinesq equations while by formally setting the thermal fluctuation $\theta = 0$ we obtain the magnetohydrodynamic equations. One also formally recovers the incompressible Navier–Stokes equations if we set $b = 0$ and $\theta = 0$ simultaneously.

Denote by $\Omega = \mathbb{T}^3$ the three-dimensional periodic space $\mathbb{R}^3/\mathbb{Z}^3 = [0, 1]^3$, and for $T > 0$, the 3D MHD-Boussinesq system with full fluid viscosity, magnetic resistivity, and thermal diffusion over $\Omega \times [0, T)$ is given by

\begin{equation}
\begin{aligned}
\frac{\partial u}{\partial t} - v \Delta u + (u \cdot \nabla)u + \nabla p &= (b \cdot \nabla)b + g \theta e_3, \\
\frac{\partial b}{\partial t} - \eta \Delta b + (u \cdot \nabla)b &= (b \cdot \nabla)u, \\
\frac{\partial \theta}{\partial t} - \kappa \Delta \theta + (u \cdot \nabla)\theta &= 0, \\
\nabla \cdot u &= 0 = \nabla \cdot b,
\end{aligned}
\end{equation}

where $v \geq 0$, $\eta \geq 0$, and $\kappa \geq 0$ stand for the constant kinematic viscosity, magnetic diffusivity, and thermal diffusivity, respectively. The constant $g > 0$ has unit of force, and is proportional to the constant of gravitational acceleration. We denote $x = (x_1, x_2, x_3)$, and $e_3$ to be the unit vector in the $x_3$ direction, i.e., $e_3 = (0, 0, 1)^T$. Here and henceforth, $u = u(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t))$ is the unknown velocity field of a viscous incompressible fluid, with divergence-free initial data $u(x, 0) = u_0$; $b = b(x, t) = (b_1(x, t), b_2(x, t), b_3(x, t))$ is the unknown magnetic field, with divergence-free initial data $b(x, 0) = b_0$; and the scalar $p = p(x, t)$ represents the unknown pressure, while $\theta = \theta(x, t)$ can be thought of as the unknown temperature fluctuation, with initial value $\theta_0 = \theta(x, 0)$. Setting $\kappa = 0$, we obtain the non-diffusive MHD-Boussinesq system

\begin{equation}
\begin{aligned}
\frac{\partial u}{\partial t} - v \Delta u + (u \cdot \nabla)u + \nabla p &= (b \cdot \nabla)b + g \theta e_3, \\
\frac{\partial b}{\partial t} - \eta \Delta b + (u \cdot \nabla)b &= (b \cdot \nabla)u, \\
\frac{\partial \theta}{\partial t} + (u \cdot \nabla)\theta &= 0, \\
\nabla \cdot u &= 0 = \nabla \cdot b,
\end{aligned}
\end{equation}
which we study extensively in this paper. We also provide a proof for the local existence and uniqueness of solutions to the fully inviscid MHD-Boussinesq system with $\nu = \eta = \kappa = 0$, namely,

$$
\begin{align*}
\frac{\partial u}{\partial t} + (u \cdot \nabla) u + \nabla p &= (b \cdot \nabla) b + g\theta e_3, \\
\frac{\partial b}{\partial t} + (u \cdot \nabla) b &= (b \cdot \nabla) u, \\
\frac{\partial \theta}{\partial t} + (u \cdot \nabla) \theta &= 0, \\
\nabla \cdot u &= 0 = \nabla \cdot b,
\end{align*}
$$

with the initial condition $u_0, b_0,$ and $\theta_0$ in $H^3$. We note that the proof of this result differs sharply from the proof of local existence for solutions of (1), due to a lack of compactness. Therefore, we include the proof for the sake of completeness.

In recent years, from the perspective of mathematical fluid dynamics, much progress have been made in the study of solutions of the Boussinesq and MHD equations. For instance, in [4,5], Chae et al. obtained the local well-posedness of the fully inviscid 2D Boussinesq equations with smooth initial data. A major breakthrough came in [6] and [7], where the authors independently proved global well-posedness for the two-dimensional Boussinesq equations with the case $\nu > 0$ and $\kappa = 0$ and the case $\nu = 0$ and $\kappa > 0$. On the other hand, Wu et al. proved in [8–12] the global well-posedness of the MHD equations, for a variety of combinations of dissipation and diffusion in two dimensional space. Furthermore, a series of results concerning the global regularity of the 2D Boussinesq equations with anisotropic viscosity were obtained in [13,14,10,15]. For the 2D Boussinesq equations, the requirements on the initial data were significantly weakened in [16–18]. Regarding the MHD-Bénard system, some progress has been made in 2D case under various contexts, see, e.g., [19,20]. However, there has little work in the 3D case. Specifically, outstanding open problems such as global regularity of classic solutions for the fully dissipative system and whether the solutions blow up in finite time for the fully inviscid system remain unresolved.

The main purpose of our paper is to obtain a Prodi–Serrin-type regularity criterion for the 3D MHD-Boussinesq system without thermal diffusion. Unlike the case of the 3D Navier–Stokes equations, Prodi–Serrin-type regularity criteria are not available for Euler equations in three-dimensional space. Thus, it is difficult to obtain global regularity for $u, b,$ and $\theta$ simultaneously since there is no thermal diffusivity in the equation for $\theta$. However, we are able to handle this by proving the higher order regularity for $u$ and $b$ first, before bounding $\|\nabla \theta\|_{L^2_t}$. We emphasize that this is the first work, to the best of our knowledge, that proves a Prodi–Serrin-type criterion in the case where the system is not fully dissipative.

We also note that absence of diffusion can cause serious difficulties, and can even result in certain equations being ill-posed. For example, consider the 3D Magneto-Geostrophic (MG) equations, which are a certain physically-relevant limiting case of (1) involving two diffusion parameters $\nu$ and $\kappa$. In [21,22], it is shown that the case when $\nu \geq 0, \kappa > 0$, the MG equations are well-posed, but when $\nu = \kappa = 0$, the MG equations are ill-posed in Sobolev spaces in the sense of Hadamard.

The pioneering work of Serrin, Prodi, et al. (cf. [23–29]) for the 3D Navier–Stokes equations proved that, for any $T > 0$, if $u \in L^r_t([0, T]; L^s_x)$ with $2/r + 3/s < 1$ and $3 < s < \infty$, then the
solution for the 3D Navier–Stokes equations remains regular on the interval \([0, T]\). Proof for the borderline case in various settings was obtained in [23–26]. Similar results concerning the 3D Navier–Stokes, Boussinesq and MHD equations were obtain in [30–42]. In particular, in [43,44], regularity criteria for MHD equations involving only two velocity components was proved but in a smaller Lebesgue space. However, there is no literature on the regularity criteria for the solutions of systems (1) and (2). In this paper, we obtain a Prodi–Serrin-type regularity criterion involving only two components of the velocity and only two components of the magnetic field. Specifically, our criterion is less restrictive than the corresponding criterion for the MHD equations obtain in [43,44]. Since MHD is a special case of the system we examine, our results are more general in the sense of the functional spaces used, compared to those in [43,44]. A central message of the present work is that with optimal and delicate application of our method, as well as potential new techniques such as in [45–50], one might further improve the criterion on the global regularity for system (2).

Moreover, we prove the local-in-time existence and uniqueness of the solutions to the system (2) with \(H^3\) initial datum. We obtain the necessary a priori estimates and construct the solution via Galerkin methods for both the full and the non-diffusive systems. In particular, we show that the existence time of solutions to the full system does not depend on \(\kappa\), which enables us to prove that the solutions to the full system approaches that of the non-diffusive system as \(\kappa\) tends to 0 on their time interval of existence.

Regarding the fully inviscid system, we remark that the local well-posedness of either of the full system (1) or the non-diffusive system (2) is not automatically implied by that of the fully inviscid system (3), as observed in [51] for multi-dimensional Burgers equation

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u = \nu \Delta u,
\]

in two and higher dimensions. One might expect to that adding more diffusion, namely in the form of a hyper-diffusion term \(-\nu^2 \Delta^2 u\), might make the equation even easier to handle. However, the question well-posedness of the resulting equation, namely

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u = -\nu^2 \Delta^2 u + \nu \Delta u,
\]

remains open due to the lack of maximum principle, as observed in [51]. Therefore, well-posedness is not automatic when additional diffusion is added, and it is worth exploring the regularity criteria of the solution to the non-diffusive and inviscid systems independent of the results for the full system. As we show in Section 3 and in Appendix A, we require a different approach to construct solutions, due to the lack of compactness in the non-dissipative system. Note that the question of whether system (3) develops singularity in finite time still remains open.

The paper is organized as follows. In Section 2, we provide the preliminaries for our subsequent work including the notation that we use, and state our main theorems. In Section 3, we prove the existence of solutions to systems (1), by a slight modification of which the existence of solutions to system (2) can be obtained. In Section 4, we prove that solutions to the non-diffusive system (2) are unique, and the uniqueness of solutions to system (1) follows similarly. In Section 5, we prove the regularity criterion for the solution to (2) using anisotropic estimates, that is, using different estimates for different components of the solution vectors or their gradients (cf.
key estimates in (14) through (20)). In Appendix A, for the sake of completeness, we obtain the local in time well-posedness of the fully inviscid system (3) by a different argument.

2. Preliminaries and summary of results

All through this paper we denote \( \partial_j = \partial / \partial x_j, \partial_{jj} = \partial^2 / \partial x_j^2, \partial_t = \partial / \partial t, \partial^\alpha = \partial^{\alpha_1} / \partial x_1^{\alpha_1} \cdots x_n^{\alpha_n}, \) where \( \alpha \) is a multi-index. We also denote the horizontal gradient \( \nabla_h = (\partial_1, \partial_2) \) and horizontal Laplacian \( \Delta_h = \partial_{11} + \partial_{22}. \) Also, we denote the usual Lebesgue and Sobolev spaces by \( L^p_x \) and \( H^s_x \equiv W^{s,2}_x, \) respectively, with the subscript \( x \) (or \( t \)) indicating that the underlying variable is spatial (resp. temporal). Let \( \mathcal{F} \) be the set of all trigonometric polynomial over \( \mathbb{T}^3 \) and define the subset of divergence-free, zero-average trigonometric polynomials

\[
\mathcal{V} := \left\{ \phi \in \mathcal{F} : \nabla \cdot \phi = 0, \text{ and } \int_{\mathbb{T}^3} \phi \, dx = 0 \right\}.
\]

We use the standard convention of denoting by \( H \) and \( V \) the closures of \( \mathcal{V} \) in \( L^2_x \) and \( H^1_x, \) respectively, with inner products

\[
\langle u, v \rangle = \sum_{i=1}^{3} \int_{\mathbb{T}^3} u_i v_i \, dx \quad \text{and} \quad \langle \nabla u, \nabla v \rangle = \sum_{i, j=1}^{3} \int_{\mathbb{T}^3} \partial_j u_i \partial_j v_i \, dx,
\]

respectively, associated with the norms \( |u| = (u, u)^{1/2} \) and \( \|u\| = (\nabla u, \nabla u)^{1/2}. \) The latter is a norm due to the Poincaré inequality

\[
\|\phi\|_{L^2_x} \leq C \|\nabla \phi\|_{L^2_x}
\]

holding for all \( \phi \in V. \) We also have the following compact embeddings (see, e.g., [52,53])

\[
V \hookrightarrow H \hookrightarrow V',
\]

where \( V' \) denotes the dual space of \( V. \)

The following interpolation result is frequently used in this paper (see, e.g., [54] for a detailed proof). Assume \( 1 \leq q, r \leq \infty, \) and \( 0 < \gamma < 1. \) For \( v \in L^q_x (\mathbb{T}^n), \) such that \( \partial^\alpha v \in L^r_x (\mathbb{T}^n), \) for \( |\alpha| = m, \) then

\[
\| \partial^\alpha v \|_{L^p} \leq C \| \partial^\alpha v \|_{L^r}^{\gamma} \| v \|_{L^q}^{1-\gamma}, \quad \text{where} \quad \frac{1}{p} - \frac{s}{n} = \left( \frac{1}{r} - \frac{m}{n} \right) \gamma + \frac{1}{q} (1 - \gamma). \quad (4)
\]

The following materials are standard in the study of fluid dynamics, in particular for the Navier–Stokes equations, and we refer the reader to [52,53] for more details. We define the Stokes operator \( A \triangleq -P_\sigma \Delta \) with domain \( \mathcal{D}(A) \triangleq H^2_x \cap V, \) where \( P_\sigma \) is the Leray–Helmholtz projection. Note that under periodic boundary conditions, we have \( A = -\Delta P_\sigma. \) Moreover, the Stokes operator can be extended as a linear operator from \( V \) to \( V' \) as

\[
\langle Au, v \rangle = (\nabla u, \nabla v) \quad \text{for all} \ \forall v \in V.
\]
It is well-known that $A^{-1} : H \hookrightarrow \mathcal{D}(A)$ is a positive-definite, self-adjoint, and compact operator from $H$ into itself, thus, $A^{-1}$ possesses an orthonormal basis of positive eigenfunctions $\{w_k\}_{k=1}^\infty$ in $H$, corresponding to a sequence of non-increasing sequence of eigenvalues. Therefore, $A$ has non-decreasing eigenvalues $\lambda_k$, i.e., $0 \leq \lambda_1 \leq \lambda_2, \ldots$ since $\{w_k\}_{k=1}^\infty$ are also eigenfunctions of $A$. Furthermore, for any integer $M > 0$, we define $H_M \doteq \text{span}\{w_1, w_2, \ldots, w_M\}$ and $P_M : H \rightarrow H_M$ be the $L^2$ orthogonal projection onto $H_M$. Next, for any $u, v, w \in V$, we introduce the convenient notation for the bilinear term

$$B(u, v) := P_\theta ((u \cdot \nabla)v),$$

which can be extended to a continuous map $B : V \times V \rightarrow V'$ such that

$$\langle B(u, v), w \rangle = \int (u \cdot \nabla v) \cdot w \, dx,$$

for smooth functions $u, v, w \in V$. Notice that $\theta$ is a scalar function so we cannot actually apply $P_\theta$ on it; hence, the notation $P_M \theta$ should be understood as projection onto the space spanned by the first $M$ eigenfunctions of $-\Delta$ only. Therefore, in order to avoid abuse of notation, we denote $B(u, \theta) := u \cdot \nabla \theta$ for smooth functions, and extended it to a continuous map $B : V \times H^1 \rightarrow H^{-1}$ similarly to $B(\cdot, \cdot)$. We will use the following important properties of the map $B$. Detailed proof can be found in, e.g., [52,55].

Lemma 2.1. For the operator $B$, we have

$$\langle B(u, v), w \rangle_{V'} = -\langle B(u, v), w \rangle_{V'}, \quad \forall u \in V, v \in V, w \in V, \quad (5a)$$

$$\langle B(u, v), v \rangle_{V'} = 0, \quad \forall u \in V, v \in V, w \in V, \quad (5b)$$

$$\|\langle B(u, v), w \rangle_{V'}\| \leq C\|u\|_{L^2_x}^{1/2}\|v\|_{L^2_x}^{1/2}\|\nabla u\|_{L^2_x}\|\nabla v\|_{L^2_x}\|\nabla w\|_{L^2_x}, \quad \forall u \in V, v \in V, w \in V, \quad (5c)$$

$$\|\langle B(u, v), w \rangle_{V'}\| \leq C\|\nabla u\|_{L^2_x}\|\nabla v\|_{L^2_x}\|w\|_{L^2_x}^{1/2}\|\nabla w\|_{L^2_x}^{1/2}, \quad \forall u \in V, v \in V, w \in V, \quad (5d)$$

$$\|\langle B(u, v), w \rangle_{V'}\| \leq C\|\nabla u\|_{L^2_x}\|\nabla v\|_{L^2_x}\|\nabla w\|_{L^2_x}, \quad \forall u \in H, v, w \in \mathcal{D}(A), \quad (5e)$$

$$\|\langle B(u, v), w \rangle_{V'}\| \leq C\|\nabla u\|_{L^2_x}\|\nabla v\|_{L^2_x}\|\nabla w\|_{L^2_x}, \quad \forall u \in V, v \in \mathcal{D}(A), w \in H, \quad (5f)$$

$$\|\langle B(u, v), w \rangle_{V'}\| \leq C\|\nabla u\|_{L^2_x}\|\nabla w\|_{L^2_x}^{1/2}\|\nabla w\|_{L^2_x}, \quad \forall u \in \mathcal{D}(A), v \in V, w \in H, \quad (5g)$$

$$\|\langle B(u, v), w \rangle_{V'}\| \leq C\|\nabla u\|_{L^2_x}\|\nabla w\|_{L^2_x}^{1/2}\|\nabla w\|_{L^2_x}, \quad \forall u \in H, v \in \mathcal{D}(A), w \in V, \quad (5h)$$

$$\|\langle B(u, v), w \rangle_{\mathcal{D}(A)}\| \leq C\|u\|_{L^2_x}\|\nabla u\|_{L^2_x}\|\nabla v\|_{L^2_x}\|\nabla w\|_{L^2_x}^{1/2}\|\nabla w\|_{L^2_x}, \quad \forall u \in V, v \in H, w \in \mathcal{D}(A). \quad (5i)$$

Moreover, essentially identical results hold for $B(u, \theta)$, mutatis mutandis.

The following lemma is a special case of the Troisi inequality from [56] and is useful for our estimates throughout the paper.
Lemma 2.2. There exists a constant $C > 0$ such that for $v \in C_0^\infty(\mathbb{R}^3)$, we have

$$\|v\|_{L^6} \leq C \prod_{i=1}^3 \|\partial_i v\|_{L^2}^{\frac{1}{3}}.$$ 

Regarding the pressure term, we recall the fact that, for any distribution $f$, the equality $f = \nabla p$ holds for some distribution $p$ if and only if $(f, w) = 0$ for all $w \in \mathcal{V}$. See [57] for details.

Next, we list three fundamental lemmas needed in order to prove Theorem 2.6. Their proofs can be found in [35] and [44], respectively.

Lemma 2.3. Assume $u = (u_1, u_2, u_3) \in H^2(\mathbb{T}^3) \cap V$. Then

$$\sum_{j,k=1}^3 \int_{\mathbb{T}^3} u_j \partial_j u_k \Delta_h u_k \, dx = \frac{1}{2} \sum_{j,k=1}^3 \int_{\mathbb{T}^3} \partial_j u_k \partial_j u_k \partial_3 u_3 \, dx - \int_{\mathbb{T}^3} \partial_1 u_1 \partial_2 u_2 \partial_3 u_3 \, dx$$

$$+ \int_{\mathbb{T}^3} \partial_1 u_2 \partial_2 u_1 \partial_3 u_3 \, dx.$$ 

Lemma 2.4. For $u$ and $b$ from the solution of (2) and $i = 1, 2, 3$, we have

$$\int_{\mathbb{T}^3} u_j \partial_j u_k \partial_i u_k \, dx - \int_{\mathbb{T}^3} b_j \partial_j b_k \partial_i u_k \, dx + \int_{\mathbb{T}^3} u_j \partial_j b_k \partial_i b_k \, dx - \int_{\mathbb{T}^3} b_j \partial_j u_k \partial_i b_k \, dx$$

$$= \sum_{j,k=1}^3 \int_{\mathbb{T}^3} -\partial_i u_j \partial_j u_k \partial_i u_k \, dx + \int_{\mathbb{T}^3} \partial_i b_j \partial_j b_k \partial_i b_k \, dx - \int_{\mathbb{T}^3} \partial_i u_j \partial_j b_k \partial_i b_k \, dx + \int_{\mathbb{T}^3} \partial_i b_j \partial_j u_k \partial_i u_k \, dx.$$ 

The following Aubin–Lions Compactness Lemma is needed in order to construct solutions for (1).

Lemma 2.5. Let $T > 0$, $p \in (1, \infty)$ and let $\{f_n(t, \cdot)\}_{n=1}^\infty$ be a bounded sequence of function in $L^p([0, T]; Y)$ where $Y$ is a Banach space. If $\{f_n\}_{n=1}^\infty$ is also bounded in $L^p([0, T]; X)$, where $X$ is compactly imbedded in $Y$ and $\{\partial f_n/\partial t\}_{n=1}^\infty$ is bounded in $L^p([0, T]; Z)$ uniformly where $Y$ is continuously imbedded in $Z$, then $\{f_n\}_{n=1}^\infty$ is relatively compact in $L^p([0, T]; Y)$.

The following theorem is our main result. It provides a Prodi–Serrin-type regularity criterion for system (2).

Theorem 2.6. Let $m \geq 3$ and let $u_0$, $b_0 \in H^m \cap V$, $\theta_0 \in \dot{H}^\frac{3}{2}$. Let $T^* > 0$ be the time of local existence given by Theorem 2.9. For any $T > T^*$, the solution $(u, b, \theta)$ to system (2) remains smooth beyond $T^*$, provided that $u_2, u_3, b_2, b_3 \in L^r_t([0, T); H^s_x(\mathbb{T}^3))$ where

$$\frac{2}{r} + \frac{3}{s} = \frac{3}{4} + \frac{1}{2s}, \quad s > 10/3.$$
Specifically, $\|u\|_{H^1_x}, \|b\|_{H^1_x}$, and $\|\theta\|_{H^1_x}$ remain bounded up to $T$. Consequently, we have $u, b, \theta \in C^\infty(\Omega \times (0, T))$.

The next three theorems provide local well-posedness for systems (1) through (3). First, for the fully inviscid system (3), we have

**Theorem 2.7.** For the initial data $(u_0, b_0, \theta_0) \in H^3_x \cap V$, there exists a unique solution

$$(u, b, \theta) \in L^\infty_t((0, \tilde{T}); H^3_x \cap V)$$

to the fully inviscid MHD-Boussinesq system (3) for some $\tilde{T} > 0$, depending on $g$ and the initial data.

Regarding system (1), we have

**Theorem 2.8.** For $m \geq 3$ and $u_0, b_0 \in H^m_x \cap V$, and $\theta_0 \in H^m$, there exists a solution $(u, b, \theta)$ with $u, b \in C_w([0, T); H^m_x \cap L^2_t((0, T); V))$ and $\theta \in C_w([0, T); L^2_t((0, T); H^m_x))$ for any $T > 0$ for (1). Also, the solution is unique if $u, b \in L^\infty_t([0, T'); H^m_x \cap V) \cap L^1_t([0, T'); H^{m+1}_x \cap V)$ and $\theta \in L^\infty_t([0, T'); H^m_x) \cap L^1_t([0, T'); H^{m+1}_x)$ with some $T'$ depending only on $\nu, \eta$, and the initial datum.

For the non-diffusive MHD-Boussinesq system (2), which we mainly focus on, we have

**Theorem 2.9.** For $m \geq 3$ and $u_0, b_0 \in H^m_x \cap V$, $\theta_0 \in H^m$, there exists a unique solution $(u, b, \theta)$ to the non-diffusive MHD-Boussinesq system (2), where $u, b \in L^\infty_t([0, T*); H^m_x \cap V) \cap L^1_t([0, T*); H^{m+1}_x \cap V)$ divergence free, and $\theta \in L^\infty_t([0, T*); H^m_x)$, where $T*$ depends on $\nu, \eta$, and the initial datum.

3. **Proof of the existence part of Theorem 2.8 and Theorem 2.9 regarding systems (1) and (2)**

For **Theorem 2.8**, we use Galerkin approximation to obtain the solution for the full MHD-Boussinesq system (1), while for the existence part of **Theorem 2.9**, the proof is similar with only minor modification so we omit the details.

**Proof of existence in Theorem 2.8.** Consider the following finite-dimensional ODE system, which we think of as an approximation to system (1) after applying the Leray projection $P_\sigma$.

$$
\begin{align*}
\frac{du_M}{dt} - \nu A u_M + P_M B(u_M, u_M) &= P_M B(b_M, b_M) + g P_\sigma(\theta_M e_3), \\
\frac{db_M}{dt} - \eta A b_M + P_M B(u_M, b_M) &= P_M B(b_M, u_M), \quad (6) \\
\frac{d\theta_M}{dt} - \kappa \Delta \theta_M + P_M B(u_M, \theta_M) &= 0,
\end{align*}
$$

with initial datum $P_M u(\cdot, 0) = u_M(0)$, $P_M b(\cdot, 0) = b_M(0)$, and $P_M \theta(\cdot, 0) = \theta_M(0)$. Notice that all terms but the time-derivatives of the above ODE systems are at most quadratic, and therefore
they are locally Lipschitz continuous. Thus, by the Picard–Lindelhoff Theorem, we know that there exists a solution up to some time $T_M > 0$. Next we take justified inner-products with the above three equations by $u_M, b_M,$ and $\theta_M,$ respectively, integrate by parts, and add the results to obtain

\[
\frac{1}{2} \frac{d}{dt} \left( \|u_M\|_{L^2_x}^2 + \|b_M\|_{L^2_x}^2 + \|\theta_M\|_{L^2_x}^2 \right) + v \|\nabla u_M\|_{L^2_x}^2 + \eta \|\nabla b_M\|_{L^2_x}^2 + \kappa \|\nabla \theta_M\|_{L^2_x}^2 \\
= \int (b_M \cdot \nabla) b_M u_M \, dx + \int g \theta_M u_M e_3 \, dx + \int (b_M \cdot \nabla) u_M b_M \, dx \\
= g \int \theta_M u_M e_3 \, dx,
\]

where we used the divergence free condition, Lemma 2.1, and the orthogonality of $P_\sigma$ and $P_M.$ By the Cauchy–Schwarz and Young’s inequalities, we obtain

\[
\frac{d}{dt} \left( \|u_M\|_{L^2_x}^2 + \|b_M\|_{L^2_x}^2 + \|\theta_M\|_{L^2_x}^2 \right) + 2v \|\nabla u_M\|_{L^2_x}^2 + 2\eta \|\nabla b_M\|_{L^2_x}^2 + 2\kappa \|\nabla \theta_M\|_{L^2_x}^2 \\
\leq C_g \left( \|u_M\|_{L^2_x}^2 + \|\theta_M\|_{L^2_x}^2 \right) .
\]

(7)

Thus, by the differential form of Grönwall’s inequality, $u_M$ and $b_M$ are uniformly bounded in $L^\infty_t([0, T_M); H),$ while $\theta_M$ is uniformly bounded in $L^\infty_t([0, T_M); L^2_x),$ independently of $T_M.$ Namely,

\[
\|u_M(t)\|_{L^2_x}^2 + \|b_M(t)\|_{L^2_x}^2 + \|\theta_M(t)\|_{L^2_x}^2 \leq C_g, T \|u_M(0)\|_{L^2_x}^2 + \|b_M(0)\|_{L^2_x}^2 + \|\theta_M(0)\|_{L^2_x}^2 ,
\]

for any $0 < t < T_M.$ Thus, for each $M,$ the solutions can be extended uniquely beyond $T_M$ to an interval $[0, T],$ where $T > 0$ is arbitrary. In particular, the interval of existence and uniqueness is independent of $M.$ Using the embedding $L^\infty_t \hookrightarrow L^2_t,$ and extracting a subsequence if necessary (which we relabel as $(u_M, b_M, \theta_M)$), we may invoke the Banach–Alaoglu Theorem to obtain $u, b \in L^2_t([0, T); H),$ and $\theta \in L^2_t([0, T); L^2_x),$ such that

\[
uM \rightharpoonup u \quad \text{and} \quad bM \rightharpoonup b \quad \text{weakly in} \quad L^2_t([0, T); H),
\]

\[
\thetaM \rightharpoonup \theta \quad \text{weakly in} \quad L^2_t([0, T); L^2_x).
\]

$(u, b, \theta)$ is our candidate solution. Next, integrating (7) over time from 0 to $t < T,$ and using Grönwall’s inequality, we have that $u_M$ and $b_M$ are uniformly bounded in $L^2_t([0, t); V),$ while $\theta_M$ is uniformly bounded in $L^2_t([0, T); H^1_x)$ for any $T > 0.$ Next, we obtain bounds on $\frac{du_M}{dt}, \frac{db_M}{dt},$ and $\frac{d\theta_M}{dt}$ in certain functional space uniformly with respect to $M.$ Note that

\[
\begin{aligned}
\frac{du_M}{dt} &= -vAu_M - PMB(u_M, u_M) + PMB(b_M, b_M) + gPM(\thetaMe_3), \\
\frac{db_M}{dt} &= -\etaAb_M - PMB(u_M, b_M) + PMB(b_M, u_M), \\
\frac{d\theta_M}{dt} &= -\kappa\Delta\theta_M - B(u_M, \theta_M).
\end{aligned}
\]

(8)
Note in the first equation that \( Au_M \) is bounded in \( L^2_t([0, T]; V') \) due to the fact that \( u_M \) is bounded in \( L^2_t([0, T]; V) \). Also, we have \( g P_M(\theta_M e_3) \) is bounded in \( L^2_t([0, T]; H) \). On the other hand, by Lemma 2.1, we have

\[
\| P_M B(u_M, u_M) \|_{V'} \leq C \| u_M \|_{L^2_t}^{1/2} \| \nabla u_M \|_{L^2_t}^{3/2},
\]

as well as

\[
\| P_M B(b_M, b_M) \|_{V'} \leq C \| b_M \|_{L^2_t}^{1/2} \| \nabla b_M \|_{L^2_t}^{3/2}.
\]

Since the \( L^2 \)-norm of \( u_M \) is uniformly bounded and the \( L^2 \)-norm of \( \nabla u_M \) is uniformly integrable, we see that \( du_M/dt \) is bounded in \( L^{4/3}_t([0, T); V') \). Similarly, from the second and third equations, we have that \( db_M/dt \) and \( d\theta_M/dt \) are also bounded in \( L^{4/3}_t([0, T); V') \) and \( L^{4/3}_t([0, T); H^{-1}_x) \), respectively. Therefore, by Lemma 2.5 and the uniform bounds obtained above, there exists a subsequence (which we again relabel as \( (u_M, b_M, \theta_M) \) if necessary) such that

\[
\begin{align*}
&u_M \to u \quad \text{and} \quad b_M \to b \quad \text{strongly in} \quad L^2_t([0, T]; H), \\
&\theta_M \to \theta \quad \text{strongly in} \quad L^2_t([0, T]; L^2_x), \\
&u_M \to u \quad \text{and} \quad b_M \to b \quad \text{weakly in} \quad L^2_t([0, T]; V), \\
&\theta_M \to \theta \quad \text{weakly in} \quad L^2_t([0, T]; H^1_x), \\
&u_M \to u \quad \text{and} \quad b_M \to b \quad \text{weak-star in} \quad L^\infty_t([0, T]; H), \\
&\theta_M \to \theta \quad \text{weak-star in} \quad L^\infty_t([0, T]; L^2_x),
\end{align*}
\]

for any \( T > 0 \). Thus, by taking inner products of (6) with test function \( \psi(t, x) \in C^1_0([0, T]; C^\infty_x) \) with \( \psi(T) = 0 \), and using the standard arguments of strong/weak convergence for Navier–Stokes equations (see, e.g., [52,53]), we have that each of the linear and nonlinear terms in (6) converges to the appropriate limit in an appropriate weak sense. Namely, we obtain that (1) holds in the weak sense, where the pressure term \( p \) is recovered by the approach mentioned in Section 2 and we omit the details here. Finally, we take action of (1) with an arbitrary \( v \in V \). Then, by integrating in time over \([t_0, t_1] \subset [0, T]\) and sending \( t_1 \to t_0 \) one can prove by standard arguments (cf. [52,53]) that \( u, b, \) and \( \theta \) are in fact weakly continuous in time. Therefore, the initial condition is satisfied in the weak sense.

Next we show that the solution is in fact regular at least for short time, provided \((u_0, b_0, \theta_0) \in H^m \cap V \). We start by multiplying (1) by \( Au, Ab, \) and \( \Delta \theta \), respectively, integrate over \( \mathbb{T}^3 \), and add, to obtain

\[
\frac{1}{2} \frac{d}{dt} \left( \| \nabla u \|_{L^2}^2 + \| \nabla b \|_{L^2}^2 + \| \nabla \theta \|_{L^2}^2 \right) + v \| \Delta u \|_{L^2}^2 + \eta \| \Delta b \|_{L^2}^2 + \kappa \| \Delta \theta \|_{L^2}^2 \\
= -\int_{\mathbb{T}^3} (u \cdot \nabla) u \Delta u \, dx + \int_{\mathbb{T}^3} (b \cdot \nabla) b \Delta u \, dx + g \int_{\mathbb{T}^3} \theta \Delta u e_3 \, dx,
\]
\[ - \int_{T} (u \cdot \nabla) b \Delta b \, dx + \int_{T} (b \cdot \nabla) u \Delta b \, dx - \int_{T} (u \cdot \nabla) \theta \Delta \theta \, dx \]

\[ \leq C \| \nabla u \|_{\mathcal{L}^{2}_{T}}^{3/2} \| \Delta u \|_{\mathcal{L}^{2}_{T}}^{3/2} + C \| \nabla b \|_{\mathcal{L}^{2}_{T}}^{3/2} \| \Delta b \|_{\mathcal{L}^{2}_{T}}^{1/2} + 8 \| \nabla u \|_{\mathcal{L}^{2}_{T}} \| \nabla \theta \|_{\mathcal{L}^{2}_{T}} \]

\[ + C \| \nabla u \|_{\mathcal{L}^{2}_{T}} \| \nabla b \|_{\mathcal{L}^{2}_{T}} \| \Delta b \|_{\mathcal{L}^{2}_{T}}^{1/2} + C \| \nabla b \|_{\mathcal{L}^{2}_{T}} \| \nabla u \|_{\mathcal{L}^{2}_{T}} \| \Delta u \|_{\mathcal{L}^{2}_{T}}^{1/2} \| \Delta b \|_{\mathcal{L}^{2}_{T}} \]

\[ + C \| \theta \|_{\mathcal{L}^{\infty}_{T}} \| \nabla u \|_{\mathcal{L}^{2}_{T}} \| \Delta \theta \|_{\mathcal{L}^{2}_{T}} \]

\[ \leq \frac{\nu}{2} \| \Delta u \|_{\mathcal{L}^{2}_{T}}^{2} + \frac{\eta}{2} \| \Delta b \|_{\mathcal{L}^{2}_{T}}^{2} + \frac{\kappa}{2} \| \Delta \theta \|_{\mathcal{L}^{2}_{T}}^{2} \]

\[ + \frac{C}{\nu^{3}} \| \nabla u \|_{\mathcal{L}^{2}_{T}}^{6} + \frac{C}{\nu \eta} \| \nabla b \|_{\mathcal{L}^{2}_{T}}^{6} + C \| \nabla \theta \|_{\mathcal{L}^{2}_{T}}^{2} + C \| \nabla u \|_{\mathcal{L}^{2}_{T}}^{2} \]

\[ + \frac{C}{\eta^{3}} \| \nabla u \|_{\mathcal{L}^{2}_{T}}^{4} \| \nabla b \|_{\mathcal{L}^{2}_{T}}^{2} + \frac{C}{\nu \eta} \| \nabla b \|_{\mathcal{L}^{2}_{T}}^{4} \| \nabla u \|_{\mathcal{L}^{2}_{T}}^{2} + \frac{C}{\kappa} \| \nabla u \|_{\mathcal{L}^{2}_{T}}^{2}, \]

where we applied the Hölder’s inequality, Sobolev embedding, and Young’s inequality. By denoting

\[ K(t) = \| \nabla u(t) \|_{\mathcal{L}^{2}}^{2} + \| \nabla b(t) \|_{\mathcal{L}^{2}}^{2} + \| \nabla \theta(t) \|_{\mathcal{L}^{2}}^{2}, \]

we have

\[ \frac{dK}{dt} \leq CK + CK^{3}, \]

which implies that there exists a \( T' > 0 \) such that

\[ K(t) \leq \frac{Ce^{CT'/2}K(0)}{\sqrt{1 - K^{2}(0)(e^{CT'} - 1)}} =: K_{1}(T'), \quad \text{for all } t \in [0, T'). \] (9)

After integrating from \( t = 0 \) to \( t = T' \) and the constant \( C \) depends on the initial datum, \( g, \nu, \eta, \) and \( \kappa \). This shows that \( (u, b, \theta) \in L_{t}^{\infty}(0, T'); H^{1} \cap V \) as \( M \to \infty \), provided \( T' < 1/K^{2}(0)e^{2C} \).

In order to pass to the limit \( \kappa \to 0^{+} \), we must show that the above existence time \( T' \) is independent of \( \kappa \). We follow the vanishing viscosity technique for the Navier–Stokes equations, (cf. [52]) i.e., let \( \tau = \kappa t \), and denote

\[ \tilde{Q}(\tau) = \frac{1}{\kappa} \left( \| \nabla u(\tau) \|_{\mathcal{L}^{2}_{T}} + \| \nabla b(\tau) \|_{\mathcal{L}^{2}_{T}} + \| \nabla \theta(\tau) \|_{\mathcal{L}^{2}_{T}} \right). \]

The above \( H^{1} \) estimates thus imply that

\[ \frac{d\tilde{Q}}{d\tau} \leq \tilde{C} + \tilde{C} \tilde{Q}^{2}, \]

where \( \tilde{C} \) depends only on \( g, \nu, \eta, \) and is independent of \( \kappa \). Thus, integrating from \( \tau = 0 \) to \( \tau = \tilde{\tau} \), we obtain
\[ \tilde{Q}(\tilde{\tau}) \leq \frac{\tilde{Q}(0)}{1 - \tilde{C} \tilde{\tau} \tilde{Q}(0)}. \]

Thus, if
\[ \tilde{C} \tilde{\tau} \tilde{Q}(0) \leq \delta < 1, \]
i.e.,
\[ \tilde{C}(\kappa \tilde{\tau}) \frac{1}{\kappa} \left( \| \nabla u(0) \|_{L^2_x} + \| \nabla b(0) \|_{L^2_x} + \| \nabla \theta(0) \|_{L^2_x} \right) \leq \delta < 1, \]
it follows that \( \tilde{Q}(\tilde{\tau}) \leq C \delta \tilde{Q}(0) \). Hence, we have proved that, if
\[ T' < \frac{\tilde{C}}{\left( \| \nabla u(0) \|_{L^2_x} + \| \nabla b(0) \|_{L^2_x} + \| \nabla \theta(0) \|_{L^2_x} \right)}, \]
then the above \( H^1 \) estimates remain valid for any \( \kappa > 0 \).

On the other hand, we showed earlier that
\[
\begin{align*}
&\frac{1}{2} \frac{d}{dt} \| \Delta u \|_{L^2_x}^2 + \nu \int_0^{T'} \| \Delta u \|_{L^2_x}^2 \, dt + \eta \int_0^{T'} \| \Delta b \|_{L^2_x}^2 \, dt + \kappa \int_0^{T'} \| \Delta \theta \|_{L^2_x}^2 \, dt \\
&\quad = \nu \int_0^{T'} \| \nabla \partial^\alpha u \|_{L^2_x}^2 \, dt + \eta \int_0^{T'} \| \nabla \partial^\alpha b \|_{L^2_x}^2 \, dt + \kappa \int_0^{T'} \| \nabla \partial^\alpha \theta \|_{L^2_x}^2 \, dt + g \int_{T_3} \partial^\alpha \theta \partial^\alpha u \, dx = I_1 + I_2 + I_3,
\end{align*}
\]

\[
\begin{align*}
&\frac{1}{2} \frac{d}{dt} \| \partial^\alpha b \|_{L^2_x}^2 + \nu \int \| \partial^\alpha u \|_{L^2_x}^2 \, dx - \int_{T_3} \partial^\alpha ((b \cdot \nabla)u) \partial^\alpha b \, dx = I_4 + I_5,
\end{align*}
\]

\[
\begin{align*}
&\frac{1}{2} \frac{d}{dt} \| \partial^\alpha \theta \|_{L^2_x}^2 + \kappa \| \nabla \partial^\alpha \theta \|_{L^2_x}^2 = - \int_{T_3} \partial^\alpha ((u \cdot \nabla) \theta) \partial^\alpha \theta \, dx = I_6.
\end{align*}
\]

In order to estimate \( I_1 \), we use Lemma 2.1 and get
\[
I_1 = \sum_{\zeta \leq \alpha} \binom{\alpha}{\zeta} \int_{T_3} (\partial^\zeta b \cdot \nabla) \partial^{\alpha - \zeta} b \partial^\alpha u \, dx
\]
\[
\begin{align*}
\leq C &\|\nabla u\|_{L^1_t}^{1/2} \|\nabla \partial^\alpha u\|_{L^1_t}^{1/2} \|\nabla \partial^\alpha b\|_{L^1_t}^{1/2} + C \|\nabla b\|_{L^1_t} \|\partial^\alpha u\|_{L^1_t}^{1/2} \|\nabla \partial^\alpha u\|_{L^1_t}^{1/2} \|\nabla \partial^\alpha b\|_{L^1_t} \\
+ C &\|\nabla b\|_{L^1_t} \|\partial^\alpha u\|_{L^1_t}^{1/2} \|\nabla \partial^\alpha b\|_{L^1_t}^{1/2} \|\nabla \partial^\alpha u\|_{L^1_t}^{1/2} \|\nabla \partial^\alpha b\|_{L^1_t}
\end{align*}
\]
where we used Young’s inequality in the last step. Similarly, \(I_2\) is estimated as
\[
I_2 \leq \frac{C}{v^3} \|\partial^\alpha u\|_{L^2_t}^2 + \frac{C}{\nu} \|\partial^\alpha u\|_{L^2_t} + \frac{4C}{v} \|\nabla \partial^\alpha u\|_{L^2_t}.
\]
By Cauchy–Schwarz inequality, we obtain,
\[
I_3 \leq \frac{g}{2} \|\partial^\alpha u\|_{L^2_t}^2 + \frac{g}{2} \|\partial^\alpha b\|_{L^2_t}^2.
\]
For the terms \(I_4\) and \(I_5\), we proceed similarly to the estimates of \(I_1\). Namely, we have
\[
I_4 + I_5 \leq C \left( \frac{C}{v\eta} + \frac{C}{\nu} + \frac{C}{\eta} + \frac{C}{\nu^3} \right) \left( \|\partial^\alpha b\|_{L^2_t}^2 + \|\partial^\alpha u\|_{L^2_t}^2 \right) + C \left( \frac{C}{\eta} + \frac{C}{\nu} \right) \left( \|\partial^\alpha u\|_{L^2_t} + \|\partial^\alpha b\|_{L^2_t} \right) + \frac{v}{4} \|\nabla \partial^\alpha u\|_{L^2_t} + \frac{\nu}{8} \|\nabla \partial^\alpha b\|_{L^2_t}^2.
\]
Finally, the term \(I_6\) is bounded as
\[
I_6 \leq \left( \frac{C}{\kappa^3} + \frac{C}{\kappa} \right) \|\partial^\alpha \theta\|_{L^2_t}^2 + \frac{C}{\kappa} \|\partial^\alpha \theta\|_{L^2_t} + \frac{C}{\nu} \|\partial^\alpha u\|_{L^2_t}^2 + \frac{v}{4} \|\nabla \partial^\alpha u\|_{L^2_t} + \frac{\kappa}{2} \|\nabla \partial^\alpha \theta\|_{L^2_t}^2.
\]
Summing up the above estimates and denoting
\[
\tilde{Q} = \|\partial^\alpha u\|_{L^2_t}^2 + \|\partial^\alpha b\|_{L^2_t}^2 + \|\partial^\alpha \theta\|_{L^2_t}^2,
\]
we arrive at
\[
\frac{d\tilde{Q}}{dt} \leq C + C \tilde{Q}, \tag{11}
\]
where \(C\) depends on \(g, \nu, \eta, \kappa, \) and \(K_1(T')\) defined in (9) (i.e., the bounds on the \(H^1\) norms of \(u, b,\) and \(\theta\)). Hence, by Grönwall inequality, we obtain \((u, b, \theta) \in L_t^\infty((0, T'); H^2 \cap V)\). Also, we have
\[
\nu \int_0^{T'} \|\partial^\alpha u\|_{L^2_t}^2 \, dt + \eta \int_0^{T'} \|\partial^\alpha b\|_{L^2_t}^2 \, dt + \kappa \int_0^{T'} \|\partial^\alpha \theta\|_{L^2_t}^2 \, dt
\]
remains finite for \(|\alpha| = 2\). Next, we apply \(\partial^\alpha\) with \(|\alpha| = 3\) to (1), and multiply the equations for \(u, b,\) and \(\theta\) by \(\partial^\alpha u, \, \partial^\alpha b,\) and \(\partial^\alpha \theta,\) respectively, and get
\[
\frac{1}{2} \frac{d}{dt} \| \partial^\alpha u \|^2_{L_x^2} + v \| \nabla \partial^\alpha u \|^2_{L_x^2} = \int_{\mathbb{T}^3} \partial^\alpha ((b \cdot \nabla) b) \partial^\alpha u \, dx - \int_{\mathbb{T}^3} \partial^\alpha ((u \cdot \nabla) u) \partial^\alpha u \, dx \\
+ g \int_{\mathbb{T}^3} \partial^\alpha \theta \partial^\alpha u \, dx = J_1 + J_2 + J_3,
\]
\[
\frac{1}{2} \frac{d}{dt} \| \partial^\alpha b \|^2_{L_x^2} + \eta \| \nabla \partial^\alpha b \|^2_{L_x^2} = \int_{\mathbb{T}^3} \partial^\alpha ((b \cdot \nabla) u) \partial^\alpha b \, dx - \int_{\mathbb{T}^3} \partial^\alpha ((u \cdot \nabla) b) \partial^\alpha b \, dx = J_4 + J_5,
\]
\[
\frac{1}{2} \frac{d}{dt} \| \partial^\alpha \theta \|^2_{L_x^2} + \kappa \| \nabla \partial^\alpha \theta \|^2_{L_x^2} = - \int_{\mathbb{T}^3} \partial^\alpha ((u \cdot \nabla) \theta) \partial^\alpha \theta \, dx = J_6.
\]

In order to estimate \( J_1 \), we apply Lemma 2.1 and obtain

\[
J_1 \leq \sum_{0 \leq |\xi| \leq |\alpha|} \left( \frac{\alpha}{\xi} \right) \int_{\mathbb{T}^3} |\partial^\xi b| |\nabla \partial^{\alpha-\xi} b| |\partial^\alpha u| \, dx
\]
\[
\leq C \| \nabla b \|_{L_x^2} \| \partial^\alpha u \|_{L_x^2}^{1/2} \| \nabla \partial^\alpha u \|_{L_x^2}^{1/2} \| \nabla \partial^\alpha b \|_{L_x^2} + C \sum_{|\xi| = 1} \| \partial^\xi b \|_{L_x^2} \| \nabla \partial^\alpha u \|_{L_x^2} \| \nabla \partial^\alpha b \|_{L_x^2}
\]
\[
+ C \sum_{|\xi| = 2} \| \partial^\xi b \|_{L_x^2} \| \nabla \partial^\alpha u \|_{L_x^2} \| \nabla \partial^\alpha b \|_{L_x^2} + C \| \partial^\alpha b \|_{L_x^2} \| \nabla \partial^\alpha u \|_{L_x^2} \| \nabla \partial^\alpha b \|_{L_x^2}
\]
\[
\leq \left( \frac{C}{v \eta} + \frac{C}{\eta} \right) \| \partial^\alpha u \|_{L_x^2}^2 + \left( \frac{C}{v} + \frac{C}{\eta} \right) \| \partial^\alpha b \|_{L_x^2} + \frac{v}{8} \| \nabla \partial^\alpha u \|_{L_x^2}^2 + \frac{\eta}{8} \| \nabla \partial^\alpha b \|_{L_x^2}^2,
\]

where we employed Young’s inequality in the last inequality. The estimates for \( J_2 \) are similar, i.e., we have

\[
J_2 \leq \frac{C}{v^3} \| \partial^\alpha u \|_{L_x^2}^2 + \frac{C}{v} \| \partial^\alpha u \|_{L_x^2} + \frac{v}{8} \| \nabla \partial^\alpha u \|_{L_x^2}^2.
\]

Using Cauchy–Schwarz inequality, we obtain

\[
J_3 \leq \frac{g}{2} \| \partial^\alpha u \|_{L_x^2}^2 + \frac{g}{2} \| \partial^\alpha b \|_{L_x^2}^2.
\]

Regarding \( J_4 \) and \( J_5 \), the estimates are similar to that of \( J_1 \). Namely, we have

\[
J_4 + J_5 \leq C \left( \frac{C}{v \eta} + \frac{C}{v} + \frac{C}{\eta} + \frac{C}{v^3} \right) \left( \| \partial^\alpha b \|_{L_x^2} + \| \partial^\alpha u \|_{L_x^2}^2 \right)
\]
\[
+ \left( \frac{C}{\eta} + \frac{C}{v} \right) \left( \| \partial^\alpha u \|_{L_x^2} + \| \partial^\alpha b \|_{L_x^2} \right) + \frac{v}{8} \| \nabla \partial^\alpha u \|_{L_x^2}^2 + \frac{\eta}{8} \| \nabla \partial^\alpha b \|_{L_x^2}^2.
\]
Similarly, the term $J_6$ can be bounded as
\[
J_6 \leq \left( \frac{C}{\kappa^3} + \frac{C}{\kappa} \right) \|\partial^\alpha u\|_{L^2_t}^2 + \frac{C}{\kappa} \|\partial^\alpha \theta\|_{L^2_t}^2 + \frac{C}{\nu} \|\partial^\alpha u\|_{L^2_t}^2 \\
+ \frac{\nu}{8} \|\nabla \partial^\alpha u\|_{L^2_t}^2 + \frac{\kappa}{2} \|\nabla \partial^\alpha \theta\|_{L^2_t}^2.
\]

Adding the above estimates and denoting
\[
Q = \|\partial^\alpha u\|_{L^2_t}^2 + \|\partial^\alpha b\|_{L^2_t}^2 + \|\partial^\alpha \theta\|_{L^2_t}^2,
\]
we have
\[
\frac{dQ}{dt} \leq C + C Q,
\]
where $C$ depends on $g$, $\nu$, $\eta$, $\kappa$, and the bounds on the $H^2$ norms of $u$, $b$, and $\theta$. Hence, using Grönwall’s inequality and combining all the above estimates, we finally obtain $(u, b, \theta) \in L^\infty_t((0, T') \cap H^4 \cap V)$. Furthermore, we have
\[
\nu \int_0^{T'} \|\nabla \partial^\alpha u\|_{L^2_t}^2 \, dt + \eta \int_0^{T'} \|\nabla \partial^\alpha b\|_{L^2_t}^2 \, dt + \kappa \int_0^{T'} \|\nabla \partial^\alpha \theta\|_{L^2_t}^2 \, dt
\]
remains finite for $|\alpha| = 3$, i.e., $(u, b, \theta) \in L^2_t((0, T') \cap H^4 \cap V)$. Therefore, by slightly modifying the proof of the uniqueness of the non-diffusive system below, we obtain the uniqueness of the solution and Theorem 2.8 is thus proven. □

4. Proof of the uniqueness part of Theorem 2.9 regarding systems (2)

Proof of uniqueness in Theorem 2.9. In order to prove uniqueness, we use the fact that $(u, b, \theta) \in L^\infty((0, T^*); H^m)$. Suppose that $(u^{(1)}, b^{(1)}, \theta^{(1)})$ and $(u^{(2)}, b^{(2)}, \theta^{(2)})$ are two solutions to the non-diffusive MHD-Boussinesq system (2). By subtracting the two systems for the two solutions denoting $\tilde{u} = u^{(1)} - u^{(2)}$, $\tilde{p} = p^{(1)} - p^{(2)}$, $\tilde{b} = b^{(1)} - b^{(2)}$, and $\tilde{\theta} = \theta^{(1)} - \theta^{(2)}$, and by using Hölder’s inequality, Gagliardo–Nirenberg–Sobolev inequality, and Young’s inequality, to obtain

\[
\begin{cases}
\frac{\partial \tilde{u}}{\partial t} - \nu \Delta \tilde{u} + (\tilde{u} \cdot \nabla)u^{(1)} + (u^{(2)} \cdot \nabla)\tilde{u} + \nabla \tilde{p} = (\tilde{b} \cdot \nabla)b^{(1)} + (b^{(2)} \cdot \nabla)\tilde{b} + g\tilde{\theta}e_3, \\
\frac{\partial \tilde{b}}{\partial t} - \eta \Delta \tilde{b} + (\tilde{u} \cdot \nabla)b^{(1)} + (u^{(2)} \cdot \nabla)\tilde{b} = (\tilde{b} \cdot \nabla)u^{(1)} + (b^{(2)} \cdot \nabla)\tilde{u}, \\
\frac{\partial \tilde{\theta}}{\partial t} + (\tilde{u} \cdot \nabla)\theta^{(1)} + (u^{(2)} \cdot \nabla)\tilde{\theta} = 0,
\end{cases}
\]

with $\nabla \cdot \tilde{u} = 0 = \nabla \tilde{b}$. Multiply the above equations by $\tilde{u}$, $\tilde{b}$, and $\tilde{\theta}$, respectively, integrate over $\mathbb{T}^3$, and add, we get
\[
\frac{1}{2} \frac{d}{dt} \left( \|\tilde{u}\|^2_{L^2_x} + \|\tilde{\theta}\|^2_{L^2_x} + \|\tilde{\varphi}\|^2_{L^2_x} \right) + \nu \|\nabla \tilde{u}\|^2_{L^2_x} + \eta \|\nabla \tilde{\theta}\|^2_{L^2_x} \\
= \int_{\mathbb{T}^3} (\tilde{u} \cdot \nabla) u^{(1)} \tilde{u} \, dx - \int_{\mathbb{T}^3} (\tilde{\varphi} \cdot \nabla) b^{(1)} \tilde{u} \, dx + \int_{\mathbb{T}^3} g \tilde{e}_3 \tilde{u} \, dx \\
+ \int_{\mathbb{T}^3} (\tilde{u} \cdot \nabla) b^{(1)} \tilde{b} \, dx - \int_{\mathbb{T}^3} (\tilde{\varphi} \cdot \nabla) u^{(1)} \tilde{b} \, dx + \int_{\mathbb{T}^3} (\tilde{u} \cdot \nabla) \theta^{(1)} \tilde{\theta} \, dx
\]

\[
\leq C \|\nabla u^{(1)}\|_{L^2_x} \|\tilde{u}\|_{L^2_x}^{1/2} \|\nabla \tilde{u}\|_{L^2_x}^{3/2} + C \|\nabla b^{(1)}\|_{L^2_x} \|\tilde{b}\|_{L^2_x}^{1/2} \|\nabla \tilde{b}\|_{L^2_x}^{1/2} \|\nabla \tilde{u}\|_{L^2_x} + g \|\tilde{u}\|_{L^2_x} \|\tilde{\theta}\|_{L^2_x} \\
+ C \|\nabla b^{(1)}\|_{L^2_x} \|\tilde{u}\|_{L^2_x}^{1/2} \|\nabla \tilde{u}\|_{L^2_x}^{1/2} \|\nabla \tilde{b}\|_{L^2_x} + C \|\nabla u^{(1)}\|_{L^2_x} \|\tilde{b}\|_{L^2_x} \|\nabla \tilde{b}\|_{L^2_x}^{3/2} \\
+ C \|\tilde{u}\|_{L^2_x} \|\nabla \tilde{u}\|_{L^2_x} \|\nabla \theta^{(1)}\|_{L^2_x} \|\tilde{\theta}\|_{L^2_x}
\]

where we used the bound in (9) and (11) on \([0, T]\) for \(T < T^*\). Let us denote

\[
X(t) = \|\tilde{u}\|^2_{L^2_x} + \|\tilde{b}\|^2_{L^2_x} + \|\tilde{\theta}\|^2_{L^2_x},
\]

for \(0 \leq t \leq T < T^*\). Then we have

\[
\frac{dX(t)}{dt} \leq CX(t),
\]

Grönwall’s inequality then gives continuity in the \(L^\infty(0, T; L^2)\) norm. Integrating, we also obtain continuity in the \(L^2(0, T; V)\) norm. If the initial data is the same, then \(X(0) = 0\), so we obtain uniqueness of the solutions.  

5. Proof of the regularity criterion for system (2)

We follow the ideas of [32,35,41,42] and the references therein. Namely, for the smooth solution to system (2) we obtained in Theorem 2.9, we show that the vertical gradient is in fact bounded by the horizontal gradient, on its maximal time interval of existence \([0, T_{\text{max}}]\), via anisotropic estimates (14) through (16). Working by way of contradiction, we assume \(T_{\text{max}} < \infty\). Then, by anisotropic estimates (18) through (20), we prove that the boundedness of the gradient of the solution can be extended beyond time \(T_{\text{max}}\), provided the regularity criterion in the statement of the theorem holds on \([0, T]\) for \(T > T_{\text{max}}\).

The key point is that, even in the absence of diffusion in the equation for \(\theta\), our estimates and arguments for regularity are still valid. This suggests that the Prodi–Serrin-type regularity condition might also work for other partially inviscid systems.
Proof of Theorem 2.6. We start by introducing the following notation. For the time interval $0 \leq t_1 < t_2 < \infty$, we denote

$$(J(t_2))^2 := \sup_{\tau \in (t_1, t_2)} \left\{ \| \nabla_h u(\tau) \|_2^2 + \| \nabla_h b(\tau) \|_2^2 \right\} + \int_{t_1}^{t_2} \| \nabla \nabla_h u(\tau) \|_2^2 + \| \nabla \nabla_h b(\tau) \|_2^2 \, d\tau$$

(recall that $\nabla_h = (\partial_1, \partial_2)$, and $\Delta_h = \partial_{11} + \partial_{22}$). We also denote

$$(L(t_2))^2 := \sup_{\tau \in (t_1, t_2)} \left\{ \| \partial_3 u(\tau) \|_2^2 + \| \partial_3 b(\tau) \|_2^2 \right\} + \int_{t_1}^{t_2} \| \nabla \partial_3 u(\tau) \|_2^2 + \| \nabla \partial_3 b(\tau) \|_2^2 \, d\tau.$$ Aiming at a proof by contradiction, we denote the maximum time of existence and uniqueness of smooth solutions by

$$T_{\text{max}} := \sup \{ T^* \geq 0 | (u, b, \theta) \text{ is smooth on } (0, T^*) \}.$$ Since $u_0, b_0$, and $\theta_0$ are in $H^3$, $T_{\text{max}} \in (0, \infty]$. If $T_{\text{max}} = \infty$, the proof is done. Thus, we suppose $T_{\text{max}} < \infty$, and show that the solution can be extended beyond $T_{\text{max}}$, which is a contradiction. First, we choose $\epsilon > 0$ sufficiently small, say, $\epsilon < 1/(16C_{\text{max}})$, where $C_{\text{max}}$ is the maximum of all the constants in the following argument, depending on the space dimension, the constant $g$, the first eigenvalue $\lambda_1$ of the operator $-\Delta$, as well as the spatial-temporal $L^2$-norm of the solution up to $T_{\text{max}}$. Then, we fix $T_1 \in (0, T_{\text{max}})$ such that $T_{\text{max}} - T_1 < \epsilon$, and

$$\int_{T_1}^{T_{\text{max}}} \| \nabla u(\tau) \|_{L^2_x}^2 + \| \nabla b(\tau) \|_{L^2_x}^2 + \| \theta \|_{L^2_x}^2 \, d\tau < \epsilon, \quad (12)$$

as well as

$$\int_{T_1}^{T_{\text{max}}} \| u_2(\tau) \|_{L^2_x}^2 + \| u_3(\tau) \|_{L^2_x}^2 + \| b_2(\tau) \|_{L^2_x}^2 + \| b_3(\tau) \|_{L^2_x}^2 \, d\tau < \epsilon. \quad (13)$$

We see that the proof is complete if we show that $\| \nabla u(T_2) \|_2^2 + \| \nabla b(T_2) \|_2^2 + \| \nabla \theta(T_2) \|_2^2 \leq C < \infty$, for any $T_2 \in (T_1, T_{\text{max}})$ and $C$ in independent of the choice of $T_2$. In fact, due to the continuity of integral, we can extend the regularity of $u$ beyond $T_{\text{max}}$ and this becomes a contradiction to the definition of $T_{\text{max}}$. Therefore, it is sufficient to prove that $J(T_2)^2 + L(T_2)^2 \leq C < \infty$ in view of the equation for $\theta$ in (2) for some constant $C$ independent of $T_2$. We take the approach of [42], which first bounds $L(T_2)$ by $J(T_2)$, then closes the estimates by obtaining an uniform upper bound on the latter. The regularity of $\theta$ thus follows from the higher order regularity of $u$ and $b$. To start, we multiply the equations for $u$ and $b$ in (2) by $-\partial_3^2 u$ and $-\partial_3^2 b$ respectively, integrate over $\mathbb{T}^3 \times (T_1, T_2)$, and sum to obtain
\[
\frac{1}{2} \left( \| \partial_3 u(T_2) \|_{L^2_x}^2 + \| \partial_3 b(T_2) \|_{L^2_x}^2 \right) + \int_{T_1}^{T_2} \int_{T^3} v \| \nabla \partial_3 u \|_{L^2_x}^2 + \eta \| \nabla \partial_3 b \|_{L^2_x}^2 \, dxd\tau \\
= \frac{1}{2} \left( \| \partial_3 u(T_1) \|_{L^2_x}^2 + \| \partial_3 b(T_1) \|_{L^2_x}^2 \right) \\
- \sum_{j,k=1}^{3} \int_{T_1}^{T_2} \int_{T^3} \partial_3 u_j \partial_j u_k \partial_3 u_k \, dx \, d\tau + \sum_{j,k=1}^{3} \int_{T_1}^{T_2} \int_{T^3} \partial_3 b_j \partial_j b_k \partial_3 u_k \, dx \, d\tau \\
- \sum_{j,k=1}^{3} \int_{T_1}^{T_2} \int_{T^3} \partial_3 u_j \partial_j b_k \partial_3 b_k \, dx \, d\tau + \sum_{j,k=1}^{3} \int_{T_1}^{T_2} \int_{T^3} \partial_3 b_j \partial_j u_k \partial_3 b_k \, dx \, d\tau \\
- g \sum_{k=1}^{3} \int_{T_1}^{T_2} \int_{T^3} \theta e_3 \partial_3 u_k \, dx \, d\tau,
\]

where we used the divergence-free condition and Lemma 2.4. Then we denote the last five integrals on the right side of the above equation by \( I, II, III, IV, \) and \( V \), respectively. In order to estimate \( I \) we first rewrite it as

\[
I = - \sum_{j,k=1}^{2} \int_{T_1}^{T_2} \int_{T^3} \partial_3 u_j \partial_j u_k \partial_3 u_k \, dx \, d\tau - \sum_{j=1}^{2} \int_{T_1}^{T_2} \int_{T^3} \partial_3 u_j \partial_j u_3 \partial_3 u_3 \, dx \, d\tau \\
- \sum_{k=1}^{2} \int_{T_1}^{T_2} \int_{T^3} \partial_3 u_3 \partial_3 u_k \partial_3 u_k \, dx \, d\tau - \int_{T_1}^{T_2} \int_{T^3} \partial_3 u_3 \partial_3 u_3 \partial_3 u_3 \, dx \, d\tau \\
= \sum_{j,k=1}^{2} \int_{T_1}^{T_2} \int_{T^3} u_k \left( \partial_3 u_k \partial_3^2 u_j + \partial_3 u_j \partial_3^2 u_k \right) \, dx \, d\tau - I_a - I_b - I_c.
\]

By Lemma 2.1, the first two integrals on the right side of \( I \) are bounded by

\[
C \int_{T_1}^{T_2} \int_{T^3} |u| \| \partial_3 u \| \| \nabla \partial_3 u \| \, dxd\tau \\
\leq C \int_{T_1}^{T_2} \| u \|_{L^6_x} \| \partial_3 u \|_{L^3_x} \| \nabla h \partial_3 u \|_{L^2_x} \, d\tau \\
\leq C \int_{T_1}^{T_2} \| u \|_{L^6_x} \| \partial_3 u \|_{L^2_x} \| \partial_3 u \|_{L^6_x} \| \nabla h \partial_3 u \|_{L^2_x} \, d\tau
\]
\[ \leq C \| \nabla_h u \|_{L_t^\infty L_x^3} \| \partial_3 u \|_{L_t^\infty L_x^3} \| \nabla_h \partial_3 u \|_{L_t^\infty L_x^3} + \| \partial_3^2 u \|_{L_t^2 L_x^6} \| \nabla_h \partial_3 u \|_{L_t^2 L_x^6} \] (14)

where the $L_t^\infty$ norms are taken over the interval $(T_1, T_2)$ and we used Lemma 2.2 in the second to the last inequality. For $I_a, I_b,$ and $I_c$, we first integrate by parts, then estimate as

\[ I_a + I_b + I_c = 2 \int T_2 \int T_3 u_3 \partial_3 u_{j} \partial_3^2 u_3 \, dx \, d\tau + 2 \int T_2 \int T_3 u_3 \partial_3 u \partial_3 u_{j} \partial_3^2 u_3 \, dx \, d\tau \]

\[ + 2 \int T_2 \int T_3 u_3 \partial_3 u \partial_3 u \partial_3 u_3 \, dx \, d\tau \]

\[ \leq C \int T_1 |u_3| |\nabla_h u| |\nabla \partial_3 u| \, dx \, d\tau + C \int T_1 |u_3| |\partial_3 u| |\nabla \partial_3 u| \, dx \, d\tau \]

\[ \leq C \int T_1 \| u_3 \|_{L_t^\infty L_x^3} \| \nabla_h u \|_{L_t^\infty L_x^3} \| \nabla \partial_3 u \|_{L_t^\infty L_x^3} + C \int T_1 \| u_3 \|_{L_t^\infty L_x^3} \| \partial_3 u \|_{L_t^\infty L_x^3} \| \nabla \partial_3 u \|_{L_t^\infty L_x^3} \]

\[ \leq C(T_2 - T_1)^{1 - \left( \frac{2}{3} + \frac{1}{6} \right)} \| u_3 \|_{L_t^\infty L_x^3} \| \nabla_h u \|_{L_t^\infty L_x^3} \| \nabla \partial_3 u \|_{L_t^\infty L_x^3} + C(T_2 - T_1)^{1 - \left( \frac{2}{3} + \frac{1}{6} \right)} \| u_3 \|_{L_t^\infty L_x^3} \| \partial_3 u \|_{L_t^\infty L_x^3} \| \nabla \partial_3 u \|_{L_t^\infty L_x^3} \]

\[ \leq C \epsilon J^{1 - \frac{3}{2}} (T_2) L^{1 + \frac{3}{2}} (T_2) + C \epsilon L^2 (T_2), \]

where we used the fact that $\| \nabla u \|_{L_t^{1/2} L_x^6}$ is small over the interval $(T_1, T_2)$ and the constant $C$ is independent of $T_2$. Next, we estimate $II$. Proceeding similarly as the estimates for $I$, we first integrate by parts and rewrite $II$ as

\[ II = \sum_{j=1}^3 \sum_{k=1}^2 \int T_3 b_k \partial_3 b_j \partial_3^2 u_k \, dx \, d\tau + \sum_{j=1}^3 \int T_3 b_3 \partial_3 b_j \partial_3^2 u_3 \, dx \, d\tau \]

\[ \leq C \int T_1 \| b \|_{L_t^6} \| \partial_3 b \|_{L_x^3} \| \nabla_h \partial_3 u \|_{L_x^6} \, dx \, d\tau + C \int T_1 \| b \|_{L_t^6} \| \partial_3 b \|_{L_x^3} \| \nabla \partial_3 u \|_{L_x^6} \, dx \, d\tau. \]

Therefore, by Lemma 2.1 and Lemma 2.2, we get

\[ II \leq C \int T_2 \| b \|_{L_t^6} \| \partial_3 b \|_{L_x^3} \| \nabla_h \partial_3 u \|_{L_x^6} \, d\tau \]
\[ + C \int_0^T \int_{T_1} T^3 \left( |u_3| + |b_3| \right) (|\partial_3 u| + |\partial_3 b|) \left( |\nabla \partial_3 u| + |\nabla \partial_3 b| \right) \, dx \, d\tau \]

\[ \leq \frac{C}{T_1} \int_0^{T_2} \|b\|_{L^2_x} \|\partial_3 b\|_{L^2_x} \|\nabla \partial_3 b\|_{L^2_x} \|\nabla \partial_3 u\|_{L^2_x} \, d\tau \]

\[ + C \int_0^{T_2} \left( \|u_3\|_{L^2} + \|b_3\|_{L^2} \right) (\|\partial_3 u\|_{L^2} + \|\partial_3 b\|_{L^2})^{1-\frac{3}{2}} (\|\nabla \partial_3 u\|_{L^2} + \|\partial_3 b\|_{L^2})^{1+\frac{3}{2}} d\tau \]

\[ \leq C \left( \|\nabla b\|_{L^2_x} \|\partial_3 b\|_{L^2_x} \right) \left( \|u_3\|_{L^2} + \|b_3\|_{L^2} \right) \left( \|\partial_3 u\|_{L^2} + \|\partial_3 b\|_{L^2} \right)^{1-\frac{3}{2}} \times \left( \|\nabla \partial_3 u\|_{L^2_x} + \|\partial_3 b\|_{L^2_x} \right)^{1+\frac{3}{2}} \]

\[ \leq C \epsilon L^2 (T_2) J^2(T_2) + C \epsilon J^{1-\frac{3}{2}} (T_2) L^{1+\frac{3}{2}} (T_2) + C \epsilon L^2 (T_2). \]

The terms III and IV are estimated analogously, i.e., we have

\[ III + IV \leq C \epsilon L^2 (T_2) J^2(T_2) + C \epsilon J^{1-\frac{3}{2}} (T_2) L^{1+\frac{3}{2}} (T_2) + C \epsilon L^2 (T_2), \]

where the constant C does not depend on \( T_2 \). We estimate the term \( V \) as

\[ V = - \sum_{k=1}^3 \int_0^{T_2} \int_{T_1} T^3 \theta \partial_3 u_k \, d\tau \leq C \|\theta\|_{L^2} \|\partial_3 u\|_{L^2} \leq C \|\theta_0\|_{L^2} \|\partial_3 u\|_{L^2} \leq C \epsilon L (T_2). \]

Collecting the above estimate for \( I \) through \( V \) and using Young's inequality, we obtain

\[ L^2 (T_2) \leq C + C \epsilon L^2 (T_2) J^2(T_2) + C \epsilon L^{1+\frac{3}{2}} (T_2) J^{1-\frac{3}{2}} (T_2) + C \epsilon L^2 (T_2) + C \epsilon L (T_2) \]

\[ \leq C + C \epsilon L^2 (T_2) + C \epsilon J^{\frac{8}{7}} (T_2) + C \epsilon J^2 (T_2) + C \epsilon L (T_2). \]

Thus, with our choice of \( \epsilon > 0 \) earlier, we get

\[ L^2 (T_2) \leq C + C J (T_2)^{\frac{4}{7}} \tag{17} \]

Next, in order to bound \( J (T_2) \), we multiply the equation for \( u \) and \( b \) in (2) by \(-\Delta_h u \) and \(-\Delta_h b \), respectively, integrate over \( \mathbb{T}^3 \times (T_1, T_2) \), sum up, integrate by parts and get

\[ \frac{1}{2} \left( \|\nabla_h u(T_2)\|_{L^2_x}^2 + \|\nabla_h b(T_2)\|_{L^2_x}^2 \right) + \int_{T_1}^{T_2} \int_{\mathbb{T}^3} \|\nabla v_h u\|_{L^2_x}^2 + \|\nabla v_h b\|_{L^2_x}^2 \]

\[ = \frac{1}{2} \left( \|\nabla_h u(T_1)\|_{L^2_x}^2 + \|\nabla_h b(T_1)\|_{L^2_x}^2 \right) \]
\[- \sum_{j,k=1}^{3} \sum_{i=1}^{2} \int_{T_{1}}^{T_{2}} \partial_{i} u_{j} \partial_{j} u_{k} \partial_{i} \tau_{1} u_{k} d x d \tau + \sum_{j,k=1}^{3} \sum_{i=1}^{2} \int_{T_{1}}^{T_{2}} \partial_{i} b_{j} \partial_{j} b_{k} \partial_{i} \tau_{1} u_{k} d x d \tau \]

\[- \sum_{j,k=1}^{3} \sum_{i=1}^{2} \int_{T_{1}}^{T_{2}} \partial_{i} u_{j} \partial_{j} b_{k} \partial_{i} \tau_{1} b_{k} d x d \tau + \sum_{j,k=1}^{3} \sum_{i=1}^{2} \int_{T_{1}}^{T_{2}} \partial_{i} b_{j} \partial_{j} u_{k} \partial_{i} b_{k} d x d \tau \]

\[- g \sum_{k=1}^{3} \sum_{i=1}^{2} \int_{T_{1}}^{T_{2}} \theta_{e} \partial_{i} u_{k} d x d \tau,\]

where we used the divergence-free condition and Lemma 2.4. Denote by \( \tilde{I} \) through \( \tilde{V} \) the last five integrals on the right side of the above equation, respectively. Integrating by parts, we first rewrite \( \tilde{I} \) as

\[\tilde{I} = - \sum_{i,j,k=1}^{2} \int_{T_{1}}^{T_{2}} \partial_{j} u_{j} \partial_{j} u_{k} \partial_{i} \tau_{1} u_{k} d x d \tau - \sum_{i,j=1}^{2} \int_{T_{1}}^{T_{2}} \partial_{j} u_{j} \partial_{j} u_{3} \partial_{i} \tau_{1} u_{3} d x d \tau \]

\[ - \sum_{i,k=1}^{T_{1}} \int_{T_{2}}^{T_{3}} \partial_{i} \tau_{1} u_{3} \partial_{3} u_{k} \partial_{i} \tau_{1} u_{k} d x d \tau - \sum_{i,k=1}^{T_{1}} \int_{T_{2}}^{T_{3}} \partial_{i} \tau_{1} u_{3} \partial_{3} \tau_{1} u_{3} \partial_{i} \tau_{1} u_{3} d x d \tau \]

\[= \frac{1}{2} \sum_{j,k=1}^{T_{1}} \int_{T_{2}}^{T_{3}} \tau_{1} u_{3} \partial_{j} u_{j} \partial_{j} u_{k} \partial_{i} \tau_{1} u_{k} d x d \tau \]

\[+ \int_{T_{1}}^{T_{2}} \int_{T_{3}}^{T_{1}} \tau_{1} \partial_{1} u_{1} \partial_{2} \tau_{1} \partial_{2} u_{1} \partial_{2} \tau_{1} u_{1} d x d \tau \]

\[+ \int_{T_{1}}^{T_{2}} \int_{T_{3}}^{T_{1}} \tau_{1} \partial_{2} u_{1} \partial_{2} \tau_{1} \partial_{31} u_{2} \partial_{2} \tau_{1} u_{2} d x d \tau \]

\[+ \sum_{i,j=1}^{T_{1}} \int_{T_{2}}^{T_{3}} \tau_{1} \partial_{i} u_{j} \partial_{j} u_{3} \partial_{i} \tau_{1} u_{3} d x d \tau + \sum_{i,j=1}^{T_{1}} \int_{T_{2}}^{T_{3}} \tau_{1} \partial_{j} u_{j} \partial_{3} \tau_{1} u_{3} \partial_{i} \tau_{1} u_{j} d x d \tau \]

\[+ \sum_{i,k=1}^{T_{1}} \int_{T_{2}}^{T_{3}} \tau_{1} \partial_{i} u_{k} \partial_{i} \tau_{1} u_{k} \partial_{i} \tau_{1} u_{k} d x d \tau + \sum_{i,k=1}^{T_{1}} \int_{T_{2}}^{T_{3}} \tau_{1} \partial_{i} u_{k} \partial_{3} \tau_{1} u_{k} \partial_{i} \tau_{1} u_{k} d x d \tau \]

\[+ 2 \sum_{i=1}^{T_{1}} \int_{T_{2}}^{T_{3}} \tau_{1} \partial_{i} u_{3} \partial_{3} \tau_{1} u_{3} \partial_{i} \tau_{1} u_{3} d x d \tau,\]

where we applied Lemma 2.3 to the first term on the right side of the first equality above. Thus, by Hölder and Sobolev inequalities, we bound \( \tilde{I} \) as
\[\bar{T} \leq C \int_{T_1}^{T_2} \left| u_3 \right| \left| \nabla_h u \right| + \left| \partial_3 u \right| \left| \nabla_h u \right| \, dx \, d\tau \]

\[\leq C \int_{T_1}^{T_2} \left\| u_3 \right\|_{L^2_x} \left\| \nabla_h u \right\|_{L^{1-\frac{3}{2}}_x} \times \left\| \nabla_h u \right\|_{L^{1+\frac{3}{2}}_x} \, d\tau \]

\[+ C \int_{T_1}^{T_2} \left\| u_3 \right\|_{L^2_x} \left\| \partial_3 u \right\|_{L^{1-\frac{3}{2}}_x} \times \left\| \nabla_3 u \right\|_{L^{1+\frac{3}{2}}_x} \left\| \nabla_h u \right\|_{L^2_x} \, d\tau \]

\[\leq C (T_2 - T_1)^{1-(\frac{7}{2} + \frac{3}{2})} \left\| u_3 \right\|_{L^2_x} \left\| \nabla_h u \right\|_{L^{1-\frac{3}{2}}_x} \times \left\| \nabla_3 u \right\|_{L^{1+\frac{3}{2}}_x} \left\| \nabla_h u \right\|_{L^2_x} \]

\[+ C (T_2 - T_1)^{1-(\frac{7}{2} + \frac{3}{2})} \left\| u_3 \right\|_{L^2_x} \left\| \partial_3 u \right\|_{L^{1-\frac{3}{2}}_x} \times \left\| \nabla_3 u \right\|_{L^{1+\frac{3}{2}}_x} \left\| \nabla_h u \right\|_{L^2_x} \]

\[\leq C + Ce J^2 (T_2) + CC \varepsilon J^3 \left( \frac{4}{5 - 4s} + s - \frac{2}{5} \right) \frac{1}{s} \]

\[\leq C + Ce J^2 (T_2),\]

where we used (17) and the fact that \( T_2 - T_1 < \varepsilon \) and \( 2/r + 3/s = 3/4 + 1/(2s) \) for \( s > 10/3 \). In order to estimate \( \bar{H} \), we proceed a bit differently since Lemma 2.3 is not available for convective terms mixed with \( u \) and \( b \). Instead, we integrate by parts and use the divergence-free condition \( \partial_1 b_1 = -\partial_2 b_2 - \partial_3 b_3 \) and obtain

\[\bar{H} = \sum_{j,k=1}^{3} \sum_{i=1}^{2} \int_{T_1}^{T_2} \partial_j b_j \partial_k b_k \partial_i u_k \, dx \, d\tau \]

\[= \sum_{i=1}^{2} \int_{T_1}^{T_2} \partial_j b_1 \partial_1 b_1 \partial_i u_k \, dx \, d\tau + \sum_{i=1}^{2} \sum_{k=2}^{3} \int_{T_1}^{T_2} \partial_j b_1 \partial_1 b_k \partial_i u_k \, dx \, d\tau \]

\[+ \sum_{i=1}^{2} \sum_{k=2}^{3} \sum_{j=2}^{3} \int_{T_1}^{T_2} \partial_j b_j \partial_k b_k \partial_i u_k \, dx \, d\tau \]

\[= \sum_{i=1}^{2} \int_{T_1}^{T_2} \partial_j b_1 \left( -b_2 \partial_2 - b_3 \partial_3 \right) \partial_i u_k \, dx \, d\tau \]

\[- \sum_{i=1}^{2} \sum_{k=2}^{3} \int_{T_1}^{T_2} u_k \partial_i b_1 \partial_k b_k \, dx \, d\tau - \sum_{i=1}^{2} \sum_{k=2}^{3} \int_{T_1}^{T_2} u_k \partial_1 b_k \partial_i b_k \, dx \, d\tau \]

\[- \sum_{i=1}^{2} \sum_{k=2}^{3} \sum_{j=2}^{3} \int_{T_1}^{T_2} b_j \partial_j b_k \partial_k b_k \partial_i u_k \, dx \, d\tau - \sum_{i=1}^{2} \sum_{k=2}^{3} \sum_{j=2}^{3} \int_{T_1}^{T_2} b_j \partial_i u_k \partial_k b_k \, dx \, d\tau.\]
Then after integration by parts to the first term on the right side of the above equation, we bound \( \tilde{II} \) as

\[
\tilde{II} \leq C \int_{T_1}^{T_2} \int (|b_2| + |b_3|)(|\nabla_h u| + |\nabla_h b| + |\partial_3 u| + |\partial_3 b|)(|\nabla \nabla_h u| + |\nabla \nabla_h b|) \, dx \, d\tau
\]

\[
\leq C \int_{T_1}^{T_2} (\|b_2\|_{L^3_x} + \|b_3\|_{L^3_x})(\|\nabla_h u\|_{L^2_x} + \|\nabla_h b\|_{L^2_x})^{1-\frac{1}{2}} (\|\nabla \nabla_h u\|_{L^2_x} + \|\nabla \nabla_h b\|_{L^2_x})^{1+\frac{1}{2}} \, d\tau
\]

\[
+ C \int_{T_1}^{T_2} (\|b_2\|_{L^3_t L^1_x} + \|b_3\|_{L^3_t L^1_x})(\|\partial_3 u\|_{L^2_t L^2_x} + \|\partial_3 b\|_{L^2_t L^2_x})^{1-\frac{1}{2}} (\|\nabla_h \partial_3 u\|_{L^2_x} + \|\nabla_h \partial_3 b\|_{L^2_x})^{1+\frac{1}{2}} \, d\tau
\]

\[
= C (T_2 - T_1)^{1-(\frac{5}{2} + \frac{1}{2})} (\|b_2\|_{L^3_t L^1_x} + \|b_3\|_{L^3_t L^1_x})
\]

\[
\times (\|\nabla_h u\|_{L^2_t L^2_x} + \|\nabla_h b\|_{L^2_t L^2_x})^{1-\frac{1}{2}} (\|\nabla \nabla_h u\|_{L^2_t L^2_x} + \|\nabla \nabla_h b\|_{L^2_t L^2_x})^{1+\frac{1}{2}}
\]

\[
+ C (T_2 - T_1)^{1-(\frac{7}{2} + \frac{1}{2})} (\|b_2\|_{L^3_t L^1_x} + \|b_3\|_{L^3_t L^1_x})
\]

\[
\times (\|\partial_3 u\|_{L^2_t L^2_x} + \|\partial_3 b\|_{L^2_t L^2_x})^{1-\frac{3}{4}} (\|\nabla_h \partial_3 u\|_{L^2_x} + \|\nabla_h \partial_3 b\|_{L^2_x})^{3-\frac{10}{4}}
\]

\[
\times (\|\nabla \partial_3 u\|_{L^2_t L^2_x} + \|\nabla \partial_3 b\|_{L^2_t L^2_x})^{1-\frac{1}{2}} (\|\nabla \nabla_h u\|_{L^2_t L^2_x} + \|\nabla \nabla_h b\|_{L^2_t L^2_x})^{1+\frac{1}{2}}
\]

\[
\leq C + C \varepsilon J^2(T_2) + C \varepsilon J^{\frac{4k-6}{4k} + 1 + \frac{1}{2}}
\]

\[
\leq C + C \varepsilon J^2(T_2).
\]

Regarding \( \tilde{III} \), we proceed similarly as in the estimates for \( \tilde{II} \). Namely, we have

\[
\tilde{III} = \sum_{j,k=1}^{3} \sum_{i=1}^{2} \int_{T_1}^{T_2} \int \partial_i u_j \partial_j b_k \partial_i b_k \, dx \, d\tau
\]

\[
= \sum_{i=1}^{2} \int_{T_1}^{T_2} \int \partial_j u_1 \partial_1 b_i \partial_1 b_i \, dx \, d\tau + \sum_{i=1}^{2} \sum_{k=2}^{3} \int_{T_1}^{T_2} \int \partial_i u_1 \partial_1 b_k \partial_1 b_k \, dx \, d\tau
\]

\[
+ \sum_{i=1}^{2} \sum_{k=2}^{3} \sum_{j=2}^{3} \int_{T_1}^{T_2} \int \partial_i u_j \partial_j b_k \partial_i b_k \, dx \, d\tau
\]

\[
= \sum_{i=1}^{2} \int_{T_1}^{T_2} \int \partial_j u_1 (-b_2 \partial_2 - b_3 \partial_3) \partial_i b_1 \, dx \, d\tau
\]
\[-2 \sum_{i=1}^{3} \sum_{k=2}^{3} \int_{T_1}^{T_3} b_k \partial_i u_1 \partial^2_{i_1} b_1 \, dx \, d\tau - 2 \sum_{i=1}^{3} \sum_{k=2}^{3} \int_{T_1}^{T_3} b_k \partial_i b_k \partial^2_{i_1} u_1 \, dx \, d\tau \]

\[-2 \sum_{i=1}^{3} \sum_{k=2}^{3} \sum_{j=2}^{3} \int_{T_1}^{T_3} u_j \partial_j b_k \partial^2_{i_1} b_1 \, dx \, d\tau - 2 \sum_{i=1}^{3} \sum_{k=2}^{3} \sum_{j=2}^{3} \int_{T_1}^{T_3} \partial_i b_k \partial^2_{i_1} b_k \, dx \, d\tau \]

\[\leq C \int_{T_1}^{T_2} \left( |u_2| + |u_3| + |b_2| + |b_3| \right) \left( |\nabla_h u| + |\nabla_h b| + |\partial_3 u| \right) \]

\[+ |\partial_3 b| \left( |\nabla \nabla_h u| + |\nabla \nabla_h b| \right) \, dx \, d\tau. \quad (20)\]

Whence, by Hölder’s inequality and Gagliardo–Nirenberg–Sobolev inequality the far right side of the above inequality is also bounded by

\[C + C \epsilon J^2(T_2) \]

hence by \(C + C \epsilon J^2(T_2)\) in view of (17). The term \(\tilde{W}\) is bounded similarly as \(\tilde{II}\) by \(C + C \epsilon J^2(T_2)\), thus, we omit the details. Next we estimate \(\tilde{V}\). Observing Theorem 2.8, we have

\[\tilde{V} = g \sum_{k=1}^{3} \sum_{i=1}^{2} \int_{T_1}^{T_2} \theta e_3 \partial_i u_k \, dx \, d\tau \leq C \|\theta\|_{L^{p} x,t} \|\nabla \nabla_h u\|_{L^{q} x,t} \leq C \epsilon J(T_2),\]

due to (12). Combining the above estimates for \(\tilde{I}\) through \(\tilde{V}\), we get

\[\frac{1}{2} \left( \|\nabla_h u(T_2)\|_{L^2}^2 + \|\nabla_h b(T_2)\|_{L^2}^2 \right) + \int_{T_1}^{T_2} \|\nabla \nabla_h u\|_{L^2}^2 + \|\nabla \nabla_h b\|_{L^2}^2 \, dx \, d\tau \]

\[\leq \frac{1}{2} \left( \|\nabla_h u(T_1)\|_{L^2}^2 + \|\nabla_h b(T_1)\|_{L^2}^2 \right) + C + C \epsilon J(T_2) + C \epsilon J^2(T_2),\]

where the constant \(C\) is independent of \(T_2\). Therefore, we get

\[\frac{1}{2} J^2(T_2) = \sup_{\tau \in (t_1, t_2)} \left\{ \|\nabla_h u(\tau)\|_{L^2}^2 + \|\nabla_h b(\tau)\|_{L^2}^2 \right\} + \int_{T_1}^{T_2} \|\nabla \nabla_h u(\tau)\|_{L^2}^2 + \|\nabla \nabla_h b(\tau)\|_{L^2}^2 \, dx \, d\tau \]

\[\leq \frac{1}{2} \left( \|\nabla_h u(T_1)\|_{L^2}^2 + \|\nabla_h b(T_1)\|_{L^2}^2 \right) + C \epsilon J(T_2) + C \epsilon J^2(T_2) + C,\]

where we applied the \(\epsilon\)-Young inequality. Hence, by choosing \(\epsilon < 1/4C\) we obtain
\[
\frac{1}{4} \sup_{\tau \in (t_1, t_2)} \left\{ \| \nabla_h u(\tau) \|_2^2 + \| \nabla_h b(\tau) \|_2^2 \right\} + \int_{t_1}^{t_2} \| \nabla \nabla_h u(\tau) \|_2^2 + \| \nabla \nabla_h b(\tau) \|_2^2 \, dx \, d\tau \quad (21)
\]

\[
\leq \frac{1}{2} \left( \| \nabla_h u(T_1) \|_{L^2_x}^2 + \| \nabla_h b(T_1) \|_{L^2_x}^2 \right) + C. \quad (22)
\]

Finally, we have
\[
\| \nabla_h u(T_2) \|_{L^2_x}^2 + \| \nabla_h b(T_2) \|_{L^2_x}^2 \leq \frac{1}{2} \left( \| \nabla_h u(T_1) \|_{L^2_x}^2 + \| \nabla_h b(T_1) \|_{L^2_x}^2 \right) + C,
\]

for any \( T_2 \in (T_1, T_{\max}) \). Therefore we have
\[
\sup_{T_2 \in (T_1, T_{\max})} \| \nabla_h u(T_2) \|_{L^2_x}^2 \leq C < \infty,
\]

and by (17) and (22), we obtain
\[
\sup_{T_2 \in (T_1, T_{\max})} \left( J^2(T_2) + L^2(T_2) \right) \leq C < \infty,
\]

which implies
\[
u, b \in L^\infty_t ([0, T); H^1 \cap V) \cap L^2_t ([0, T); H^2 \cap V).
\]

Thus, by our arguments in previous sections, \( u \) and \( b \) are smooth up to time \( T \). In particular, \( u \) and \( b \) are bounded in \( H^3 \cap V \). Whence, we multiply the equation for \( \theta \) in (2) by \(-\Delta \theta\), integrate by parts over \( \mathbb{T}^3 \) and obtain
\[
\frac{d}{dt} \| \nabla \theta \|_{L^2_x}^2 = \sum_{i,j=1}^{3} \int u_j \partial_j \theta \partial_i \theta \, dx \leq C \int |\nabla u| |\nabla \theta|^2 \, dx \\
\leq C \| \nabla u \|_{L^\infty_x} \| \nabla \theta \|_{L^2_x}^2 \leq C \| u \|_{H^3_x} \| \nabla \theta \|_{L^2_x}^2,
\]

where we used \( \nabla \cdot u = 0 \) and the Sobolev embedding \( H^3 \hookrightarrow L^\infty \). Integrating in time from \( T_1 \) to \( T_2 \) and by the fact that \( u \) is bounded in \( H^3 \) independent of \( T_2 \), we have \( \theta \in L^\infty_t ([0, T); H^1 \cap V) \) due to Grönwall’s inequality. The proof of Theorem 2.6 is thus complete. \( \square \)

Appendix A. Results regarding the fully inviscid system (3)

We provide a proof following a similar argument to the one given for the existence and uniqueness for the three-dimensional Euler equations in [58] and [1].

Proof of Theorem 2.7. The first part of the proof follows similarly to that of Theorem 2.9 and we use the same notation here, except that we choose the orthogonal projection \( P_N \) from \( H \) to its subspaces \( H_\sigma \) generated by the functions
\[
\{ e^{2\pi ik \cdot x} \mid |k| = \max k_i \leq N \},
\]
for integer $N > 0$ and $k \in \mathbb{Z}^3$. For $u^N, b^N \in H_\sigma$, and $\theta^N$ and $p^N$ in the corresponding projected space for scalar functions, respectively, we consider solutions of the following ODE system,

\[
\begin{aligned}
\frac{du^N}{dt} + P_N B(u^N, u^N) + \nabla p^N &= P_N B(b^N, b^N) + g\theta^N e_3, \\
\frac{db^N}{dt} + P_N B(u^N, b^N) &= P_N B(b^N, u^N), \\
\frac{d\theta^N}{dt} + P_N B(u^N, \theta^N) &= 0,
\end{aligned}
\]

where we slightly abuse the notation by using $B$ and $\tilde{B}$ to denote the same type of nonlinear terms as were introduced in Section 2. We show that the limit of the sequence of solutions exists and solves of original system (3). First, we observe that the above ODE system has solution for any time $T > 0$ since all terms but the time derivatives are at least locally Lipschitz continuous. In particular, by similar arguments as in Section 3, the solution remains bounded in $L_\infty^0((0, \bar{T}); H) \cap L_\infty^3((0, \bar{T}); H^m \cap V)$ for some $\bar{T}$ depending on the $H^3$-norm of the initial data. Next, we show that $(u^N, b^N, \theta^N)$ is a Cauchy sequence in $L^2$. For $N' > N$, by subtracting the corresponding equations for $(u^N, b^N, \theta^N)$ and $(u^{N'}, b^{N'}, \theta^{N'})$, we obtain

\[
\begin{aligned}
\frac{d}{dt}(u^N - u^{N'}) &= -P_N B(u^N, u^N) + P_{N'} B(u^{N'}, u^{N'}) + P_N B(b^N, b^N) \\
&\quad - P_{N'} B(b^{N'}, b^{N'}) - \nabla (p^N - p^{N'}) + g(\theta^N - \theta^{N'}) e_3, \\
\frac{d}{dt}(b^N - b^{N'}) &= -P_N B(u^N, b^N) + P_{N'} B(u^{N'}, b^{N'}) + P_N B(b^N, u^N) - P_{N'} B(b^{N'}, u^{N'}), \\
\frac{d}{dt}(\theta^N - \theta^{N'}) &= -P_N B(u^N, \theta^N) + P_{N'} B(u^{N'}, \theta^{N'}). \tag{5a}
\end{aligned}
\]

Next, we take the inner product of the above equations with $(u^N - u^{N'})$, $(b^N - b^{N'})$, and $(\theta^N - \theta^{N'})$. Adding all three equations, and using (5a) and (5b) from Lemma 2.1, we obtain

\[
\begin{aligned}
\frac{1}{2} \frac{d}{dt} \left( \|u^N - u^{N'}\|^2_{L^2_x} + \|b^N - b^{N'}\|^2_{L^2_x} + \|\theta^N - \theta^{N'}\|^2_{L^2_x} \right) \\
= g((u^N - u^{N'}) e_3)(\theta^N - \theta^{N'}) - (P_N B(u^N, u^N), u^N'') - (P_{N'} B(u^{N'}, u^{N'}), u^N) \\
- (P_N B(b^N, b^N), u^N') - (P_{N'} B(b^{N'}, b^{N'}), u^{N'}) + (P_N B(u^N, b^N), b^N') \\
+ (P_{N'} B(u^{N'}, b^{N'}), b^{N'}) - (P_N B(b^N, u^N), b^{N'}) - (P_{N'} B(b^{N'}, u^{N'}), b^{N'}) \\
+ (P_N B(u^N, \theta^N), \theta^N') - (P_{N'} B(u^{N'}, \theta^{N'}), \theta^{N'}) \\
= g((u^N - u^{N'}) e_3)(\theta^N - \theta^{N'}) + ((1 - P_N) B(u^N, u^N), u^{N''}) + (B(u^N - u^{N'}, u^{N'} - u^N), u^N) \\
+ ((1 - P_N) B(b^N, b^N), u^{N''}) + (B(b^N - b^{N'}, u^{N'} - u^N), u^N) \\
+ ((1 - P_N) B(b^N, u^N), b^{N''}) + (B(b^N - b^{N'}, b^{N'} - b^N), u^N) \\
- ((1 - P_N) B(u^N, b^N), u^{N''}) + (B(u^N - u^{N'}, b^{N'} - b^N), b^N) \\
\end{aligned}
\]
\[-((1 - P_N) B(u^N, \theta^N), \theta^{N'}) + (B(u^N - u^N', \theta^{N'} - \theta^N), \theta^N)\]

\[= S + \sum_{i=1}^{10} S_i,\]

where we integrated by parts and used the divergence free condition \(\nabla \cdot u^N = \nabla \cdot u^{N'} = \nabla \cdot b^N = \nabla \cdot b^{N'} = 0\). Then we estimate \(S\) and the two types of terms \(S_i, i = 1, \ldots, 10\) separately. After integration by parts, we first have

\[S + \sum_{i \text{ even}} S_i \leq g \|u^N - u^{N'}\|_{L^2_x} \|\theta^N - \theta^{N'}\|_{L^2_x} + \|\nabla u^N\|_{L^\infty_x} \|u^N - u^{N'}\|_{L^2_x}^2\]

\[+ 2\|\nabla b^N\|_{L^\infty_x} \|u^N - u^{N'}\|_{L^2_x} \|b^N - b^{N'}\|_{L^2_x}^2 + \|\nabla u^N\|_{L^\infty_x} \|b^N - b^{N'}\|_{L^2_x}^2\]

\[+ \|\nabla \theta^N\|_{L^\infty_x} \|u^N - u^{N'}\|_{L^2_x} \|\theta^N - \theta^{N'}\|_{L^2_x}^2\]

\[
\leq C \left( \|u^N - u^{N'}\|_{L^2_x}^2 + \|b^N - b^{N'}\|_{L^2_x}^2 + \|\theta^N - \theta^{N'}\|_{L^2_x}^2 \right),
\]

where we used Hölder’s inequality and the Sobolev embedding \(H^3 \hookrightarrow L^\infty\). Here the constant \(C\) depends only on the \(H^3\) norm of \(u_0, b_0\), and \(\theta_0\). Regarding the remaining terms, we denote by \(\hat{f}\), the Fourier transform of \(f \in L^2(\mathbb{T}^3)\)

\[\hat{f}(k) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{T}^3} e^{-i k \cdot x} f(x) \, dx,\]

and obtain

\[
\sum_{i \text{ odd}} S_i \leq \|(u^N \cdot \nabla) u^N\|_{L^2_x} \|(1 - P_N) u^{N'}\|_{L^2_x} + \|(b^N \cdot \nabla) b^N\|_{L^2_x} \|(1 - P_N) u^{N'}\|_{L^2_x} + \|(b^N \cdot \nabla) u^N\|_{L^2_x} \|(1 - P_N) b^{N'}\|_{L^2_x} + \|(u^N \cdot \nabla) b^N\|_{L^2_x} \|(1 - P_N) b^{N'}\|_{L^2_x} + \|(u^N \cdot \nabla) \theta^N\|_{L^2_x} \|(1 - P_N) \theta^{N'}\|_{L^2_x} \]

\[
\leq C \|\nabla u^N\|_{L^\infty_x} \|u^N\|_{L^2_x} \left( \sum_{|k| > N} |\hat{u}^N(k)|^2 (1 + |k|^2)^3 \frac{1}{(1 + N^2)^3} \right)^{1/2} \]

\[
+ C \|\nabla b^N\|_{L^\infty_x} \|b^N\|_{L^2_x} \left( \sum_{|k| > N} |\hat{b}^N(k)|^2 (1 + |k|^2)^3 \frac{1}{(1 + N^2)^3} \right)^{1/2} \]

\[
+ C \|\nabla u^N\|_{L^\infty_x} \|b^N\|_{L^2_x} \left( \sum_{|k| > N} |\hat{\theta}^N(k)|^2 (1 + |k|^2)^3 \frac{1}{(1 + N^2)^3} \right)^{1/2} \]

\[
+ C \|\nabla b^N\|_{L^\infty_x} \|u^N\|_{L^2_x} \left( \sum_{|k| > N} |\hat{\theta}^N(k)|^2 (1 + |k|^2)^3 \frac{1}{(1 + N^2)^3} \right)^{1/2} \]
\[ + C \| \nabla \theta^N \|_{L^\infty_x} \| u^N \|_{L^2_x} \left( \sum_{|k| > N} |\hat{\theta}^N(k)|^2 (1 + |k|^2)^3 \frac{1}{(1 + N^2)^3} \right)^{1/2} \]
\[ \leq C \frac{N^3}{N^3}, \]

where \( C \) depends on the initial datum, and we used the fact that
\[ \| f \|_{H^3_x} = \sum_{k \in \mathbb{Z}^3} |\hat{f}(k)|^2 (1 + |k|^2)^3. \]

Summing up the above estimates we have
\[ \frac{d}{dt} \left( \| u^N - u^N' \|_{L^2_x}^2 + \| b^N - b^N' \|_{L^2_x}^2 + \| \theta^N - \theta^N' \|_{L^2_x}^2 \right) \]
\[ \leq C \left( \| u^N - u^N' \|_{L^2_x}^2 + \| b^N - b^N' \|_{L^2_x}^2 + \| \theta^N - \theta^N' \|_{L^2_x}^2 \right) + \frac{C}{N^3}, \]

which by Grönwall’s inequality implies
\[ \| u^N - u^N' \|_{L^2_x}^2 + \| b^N - b^N' \|_{L^2_x}^2 + \| \theta^N - \theta^N' \|_{L^2_x}^2 \leq \frac{C}{N^3}. \]

Sending \( N \to \infty \), we obtain the desired Cauchy sequence. Namely, \((u^N, b^N, \theta^N) \to (u, b, \theta)\) with \( u, b \in H \) and \( \theta \in L^2_x \). Due to the above convergence and the fact that \( u^N, b^N \in H^3_x \cap V \) and \( \theta \in H^3_x \), we see that \( u \) and \( b \) are also bounded in \( H^3_x \cap V \) while \( \theta \) is bounded in \( H^3_x \). Thus, the existence part of the theorem is proved by easily verifying that \((u, b, \theta)\) satisfies system (3) with some pressure \( p \) as discussed below. In fact, for a test function \( \phi(x) \in V \) and \( 0 < t < \tilde{T} \), \((u^N, b^N, \theta^N)\) satisfies

\[
\begin{align*}
(u^N(\cdot, t), \phi) &= (u^N(\cdot, 0), \phi) + \int_0^t (P_N((u^N \cdot \nabla)\phi), u^N) \, d\tau - \int_0^t (P_N((b^N \cdot \nabla)\phi), b^N) \, d\tau \\
&\quad + g \int_0^t (\theta^N e_3, \phi) \, d\tau,
\end{align*}
\]

\[
\begin{align*}
(b^N(\cdot, t), \phi) &= (b^N(\cdot, 0), \phi) + \int_0^t (P_N((u^N \cdot \nabla)\phi), b^N) \, d\tau - \int_0^t (P_N((b^N \cdot \nabla)\phi), u^N) \, d\tau,
\end{align*}
\]

\[
(\theta^N(\cdot, t), \phi) = (\theta^N(\cdot, 0), \phi) + \int_0^t (B(u^N, \phi), \theta^N). \]

Sending \( N \to \infty \) and extracting a subsequence if necessary, we have that the integrals of nonlinear terms converge weakly to the corresponding integrals of nonlinear terms in (3). Also, we see that the nonlinear terms are weakly continuous in time. Whence by differentiating the first
equation in time, we conclude that the limit indeed satisfies the equations for \( u \) in (3) in the weak sense, i.e.,

\[
\frac{d}{dt} (u(\cdot, t), \phi) = -((u \cdot \nabla)u, \phi) + ((b \cdot \nabla)b, \phi) + (g\theta e_3, \phi),
\]

which in turn implies that there exists some \( p \in C([0, \tilde{T}]; H^1) \), such that

\[
\frac{du}{dt} + (u \cdot \nabla)u + \nabla p = (b \cdot \nabla)b + g\theta e_3.
\]

Regarding uniqueness, suppose there are two solutions \((u^{(1)}, b^{(1)}, \theta^{(1)})\) and \((u^{(2)}, b^{(2)}, \theta^{(2)})\) with the same initial data \((u_0, b_0, \theta_0)\) for (3). Subtracting the corresponding equations for the two solutions and denoting \( \tilde{u}, \tilde{b}, \) and \( \tilde{\theta} \) for \( u^{(1)} - u^{(2)}, b^{(1)} - b^{(2)}, \) and \( \theta^{(1)} - \theta^{(2)} \), respectively, we obtain

\[
\begin{align*}
\frac{\partial \tilde{u}}{\partial t} + (\bar{u} \cdot \nabla)u^{(1)} + (u^{(2)} \cdot \nabla)\tilde{u} + \nabla \tilde{p} &= (\tilde{b} \cdot \nabla)b^{(1)} + (b^{(2)} \cdot \nabla)\tilde{b} + g\tilde{\theta} e_3, \\
\frac{\partial \tilde{b}}{\partial t} + (\bar{u} \cdot \nabla)b^{(1)} + (u^{(2)} \cdot \nabla)\tilde{b} &= (\tilde{b} \cdot \nabla)u^{(1)} + (b^{(2)} \cdot \nabla)\tilde{u}, \\
\frac{\partial \tilde{\theta}}{\partial t} + (\bar{u} \cdot \nabla)\theta^{(1)} + (u^{(2)} \cdot \nabla)\tilde{\theta} &= 0,
\end{align*}
\]

with \( \nabla \cdot \tilde{u} = 0 = \nabla \tilde{b} \) and \( \tilde{u}(0) = \tilde{b}(0) = \tilde{\theta}(0) = 0 \). Multiply the above equations by \( \tilde{u}, \tilde{b}, \) and \( \tilde{\theta} \), respectively, integrate over \( \mathbb{T}^3 \), and add, we get

\[
\frac{1}{2} \frac{d}{dt} \left( \frac{1}{2} \int_{\mathbb{T}^3} (\tilde{u}^2 + \tilde{b}^2 + \tilde{\theta}^2) \, dx \right)
\]

\[
= \int_{\mathbb{T}^3} (\bar{u} \cdot \nabla)u^{(1)} \tilde{u} \, dx - \int_{\mathbb{T}^3} (\tilde{b} \cdot \nabla)b^{(1)} \tilde{u} \, dx + \int_{\mathbb{T}^3} g\tilde{\theta} e_3 \tilde{u} \, dx
\]

\[
+ \int_{\mathbb{T}^3} (\bar{u} \cdot \nabla)b^{(1)} \tilde{b} \, dx - \int_{\mathbb{T}^3} (\tilde{b} \cdot \nabla)u^{(1)} \tilde{b} \, dx + \int_{\mathbb{T}^3} (\bar{u} \cdot \nabla)\theta^{(1)} \tilde{\theta} \, dx
\]

\[
\leq C \|u^{(1)}\|_{L^\infty} \|\tilde{u}\|_{L^2}^2 + C \|b^{(1)}\|_{L^\infty} \|\tilde{b}\|_{L^2} \|\tilde{b}\|_{L^2} + C \|u^{(1)}\|_{L^\infty} \|\tilde{u}\|_{L^2} \|\tilde{b}\|_{L^2} + C \|\theta^{(1)}\|_{L^\infty} \|\tilde{u}\|_{L^2} \|\tilde{\theta}\|_{L^2},
\]

where we applied Hölder’s inequality and the Sobolev–Nirenberg inequality. Now due to the embedding \( H^3 \hookrightarrow L^\infty(\mathbb{T}^3) \), and Young’s inequality, we have

\[
\frac{1}{2} \frac{d}{dt} \left( \frac{1}{2} \int_{\mathbb{T}^3} (\tilde{u}^2 + \tilde{b}^2 + \tilde{\theta}^2) \, dx \right) \leq C \left( \|\tilde{u}\|_{L^2}^2 + \|\tilde{b}\|_{L^2}^2 + \|\tilde{\theta}\|_{L^2}^2 \right),
\]

where \( C \) depends on \( g \) and \( H^3 \) norm of \((u^{(1)}, b^{(1)}, \theta^{(1)})\). Thus, by Grönwall’s inequality, \((\tilde{u}(t), \tilde{b}(t), \tilde{\theta}(t))\) remains 0 for \( 0 \leq t \leq \tilde{T} \). Uniqueness is proved. \( \square \)
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