Disjoint Hamilton cycles in the random geometric graph
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Abstract

We consider the standard random geometric graph process in which \( n \) vertices are placed at random on the unit square and edges are sequentially added in increasing order of edge-length. For fixed \( k \geq 1 \), we prove that the first edge in the process that creates a \( k \)-connected graph coincides a.a.s. with the first edge that causes the graph to contain \( k/2 \) pairwise edge-disjoint Hamilton cycles (for even \( k \)), or \( (k-1)/2 \) Hamilton cycles plus one perfect matching, all of them pairwise edge-disjoint (for odd \( k \)). This proves and extends a conjecture of Krivelevich and Müller. In the special when case \( k = 2 \), our result says that the first edge that makes the random geometric graph Hamiltonian is a.a.s. exactly the same one that gives 2-connectivity, which answers a question of Penrose. (This result appeared in three independent preprints, one of which was a precursor to this paper.) We prove our results with lengths measured using the \( \ell_p \) norm for any \( p > 1 \), and we also extend our result to higher dimensions.

1 Introduction

Many authors have studied the evolution of the random geometric graph on \( n \) labelled vertices placed independently and uniformly at random (u.a.r.) on the unit square \([0,1]^2\), in which edges are added in increasing order of length (see e.g. [7]). Penrose [6] proved that the first added edge that makes the graph have minimum degree \( k \) is asymptotically almost surely (a.a.s., i.e. with probability tending to 1 as \( n \to \infty \)) the first one that makes it \( k \)-connected. He also asked whether, in the evolution of the random geometric graph, 2-connectivity occurs a.a.s. precisely when the first Hamilton cycle is created. The setting was not only for Euclidean edge lengths, but also for the \( \ell_p \) norm for any \( p > 1 \). As a first step towards answering Penrose’s question, Díaz, Mitsche and the second author showed in [3] that the property of
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being Hamiltonian has a sharp threshold at \( r \sim \sqrt{\log n/(\theta n)} \) (here \( \theta \) denotes the area of the unit ball with respect to the norm used), which coincides asymptotically with the threshold for \( k \)-connectivity for any constant \( k \). On the other hand, a more general result is already known for the evolution of the random graph \( G \) on \( n \) labelled vertices, in which edges are added one by one. Bollobáš and Frieze showed in [2] that a.a.s. as soon as \( G \) has minimum degree \( k \), it also contains \( \lceil k/2 \rceil \) edge-disjoint Hamilton cycles plus an additional edge-disjoint perfect matching if \( k \) is odd, where \( k \) is any constant positive integer. The main result in the present paper is that the analogue of Bollobáš and Frieze’s result holds for the random geometric graph. That is, we show that, in the evolution of the random geometric graph, a.a.s. as soon as the graph becomes \( k \)-connected, it immediately contains \( \lceil k/2 \rceil \) edge-disjoint Hamilton cycles plus one additional perfect matching if \( k \) is odd. This result applies to the geometric graph in a unit hypercube of \( d \geq 2 \) dimensions, and for the \( \ell_p \) norm, \( 1 < p \leq \infty \). This proves and extends a conjecture of Krivelevich and the first author [4], who conjectured the result for even values \( k \). The special case \( k = 2 \) of our result answers Penrose’s question.

Three independent but somewhat similar proofs for Penrose’s question appeared in preprints by Balogh, Bollobáš and Walters [1], by Krivelevich and Müller [4] and by Pérez-Giménez and Wormald [8]. The present paper presents the proof in [8] (which is only for dimension 2 but does cover arbitrary \( k \)) and additionally includes the extension to arbitrary dimension \( d \) making use of a result in [4]. Part of the original argument in [8] is considerably shortened here, by excluding probabilistically some vertex configurations which were treated in [8] by proving a stronger result on packing linear forests in graphs.

Let \( X = (X_1, \ldots, X_n) \) be a random vector, where each \( X_i \) is a point in \( [0,1]^2 \) chosen independently with uniform distribution. Given \( X \) and a radius \( r = r(n) \geq 0 \), we define the random geometric graph \( \mathcal{G}(X;r) \) as follows: the vertex set of \( \mathcal{G}(X;r) \) is \( \{1, \ldots, n\} \) and there is an edge joining \( i \) and \( j \) whenever \( \|X_i - X_j\|_p \leq r \). Here \( \| \cdot \|_p \) denotes the standard \( \ell_p \) norm, for some fixed \( 1 < p \leq \infty \). Unless otherwise stated, all distances in \( [0,1]^2 \) are measured according to the \( \ell_p \) norm (i.e. \( d(X,Y) = \|X - Y\|_p \)). Let \( \theta \) be the area of the unit \( \ell_p \)-ball (e.g. \( \theta = \pi \) for \( p = 2 \), and \( 2 \leq \theta \leq 4 \) for all \( 1 \leq p \leq \infty \)).

A continuous-time random graph process \( (\mathcal{G}(X;r))_{0 \leq r < \infty} \) is defined in a natural way, by first choosing the random set of points \( X \) and then adding edges one by one as we increase the radius \( r \) from 0 to \( \infty \).

**Theorem 1.** Consider the random graph process \( (\mathcal{G}(X;r))_{0 \leq r < \infty} \) for any \( \ell_p \)-normed metric on \( [0,1]^2 \), \( 1 < p \leq \infty \), and let \( k \) be a fixed positive integer.

(i) For even \( k \geq 2 \), a.a.s. the minimum radius \( r \) at which the graph \( \mathcal{G}(X;r) \) is \( k \)-connected is equal to the minimum radius at which it has \( \lceil k/2 \rceil \) edge-disjoint Hamilton cycles.

(ii) For odd \( k \geq 1 \), a.a.s. the minimum radius \( r \) at which the graph \( \mathcal{G}(X;r) \) is \( k \)-connected is equal to the minimum radius at which it has \( (k-1)/2 \) Hamilton cycles and one perfect matching, all of them pairwise edge-disjoint. (Here asymptotics are restricted to even \( n \).)

The reason that we restrict ourselves to the \( \ell_p \) norm with \( p > 1 \) to measure the edge-lengths in Theorem 1 (as opposed to a completely arbitrary norm), is that this restriction is imposed by the results of Penrose that we invoke in the proof of Theorem 1.

The next section contains the basic geometric definitions and probabilistic statements required in the argument, including proofs that several properties hold a.a.s. Then, in Section 3, we prove the main theorem, by supplying the required construction of Hamilton cycles (and perfect matching) in the random geometric graph deterministically, assuming the properties
that were shown to hold a.a.s. Finally, in Section 4, we extend the argument to general dimension.

Throughout this paper, we use \( N_G(v) \) to denote the set of neighbours of a vertex \( v \) in a graph \( G \) (the subscript \( G \) may be omitted when it is clear from the context).

## 2 Asymptotically almost sure properties

Let \( k \geq 1 \) be a fixed integer, and define \( m = 2k - 3 \) if \( k \geq 2 \) and \( m = 0 \) if \( k = 1 \). We state a result which is a consequence of Theorem 8.4 in [7].

**Proposition 2.** In the random process \( (\mathcal{G}(X; r))_{0 \leq r < \infty} \), let \( r_k \) be the smallest \( r \) such that \( \mathcal{G}(X; r) \) is \( k \)-connected. Then,

\[
\theta n r_k^2 - \log n - m \log \log n 
\]

is bounded in probability.

Here, we define some properties of the random geometric graph that hold a.a.s. and that will turn out to be sufficient for our construction of disjoint Hamilton cycles. In view of Proposition 2, we shall mainly focus our analysis to \( r \) satisfying \( \theta n r^2 = \log n + m \log \log n + O(1) \) or sometimes just \( \theta n r^2 \sim \log n \).

Henceforth we assume that the points in \( X \) are in general position—i.e. they are all different, no three of them are collinear, and all distances between pairs of points are strictly different—since this holds with probability 1. The first lemma shows that sets of vertices with relatively few common neighbours are rare.

**Lemma 3.** For any small enough constant \( \eta > 0 \) and any \( r \) such that \( \theta n r^2 = \log n + m \log \log n + O(1) \), and constant integers \( j \geq 2 \) and \( K \geq j + k \), the random geometric graph \( \mathcal{G}(X; r) \) a.a.s. satisfies the following property. Every set \( J \) of \( j \) vertices such that \( \max_{u,v \in J} d(X_u, X_v) \leq \eta r \) and \( \max_{u \in J} |N_{\mathcal{G}(X; r)}(u)| \leq K \) has at least \( k \) common neighbours not in \( J \).

**Proof.** The vertices \( v_1, \ldots, v_N \) form a bad configuration if there are \( j_1, j_2, j_3, j_4 \) such that \( N = j_1 + j_2 + j_3 + j_4 \) and the following conditions are met:

- **(b1)** \( 2 \leq j_1 \leq K + 1, j_2 \leq k - 1, j_3 \leq K \) and \( j_4 \leq K \);
- **(b2)** \( X_{v_i} \) is closer to the boundary of \([0,1]^2\) than \( X_{v_2} \);
- **(b3)** \( \|X_{v_1} - X_{v_i}\|_2 \leq \|X_{v_1} - X_{v_2}\|_2 \leq \sqrt{2} \eta r \) for \( i = 2, \ldots, j_1 \);
- **(b4)** \( X \cap B_{\eta r}(X_{v_1}, r) - \|X_{v_1} - X_{v_2}\|_2 \cdot \sqrt{2} \) = \( \{X_{v_1}, \ldots, X_{v_{j_1+j_2}}\} \);
- **(b5)** \( X \cap B_{\eta r}(X_{v_1}, r) = \{X_{v_1}, \ldots, X_{v_{j_1+j_2+j_3}}\} \);
- **(b6)** \( X \cap (B_{\eta r}(X_{v_2}, r) \cup B_{\eta r}(X_{v_1}, r)) = \{X_{v_1}, \ldots, X_{v_{j_1+j_2+j_3+j_4}}\} \).

Here and elsewhere in the paper, \( B_p(x, s) := \{y \in \mathbb{R}^2 : \|x - y\|_p < s\} \) denotes the \( l_p \)-ball around \( x \) of radius \( s \). See Figure 1 for a depiction of a bad configuration. Observe that if a set \( J \) violating the conclusion of the lemma exists, then there must be a bad configuration. To see this, let us think of \( \{v_1, \ldots, v_{j_1}\} \) as \( J \), where we assume w.l.o.g. that \( X_{v_1} \) and \( X_{v_2} \)
realise the Euclidean diameter of \{X_v : v \in J\} and X_v_1 is closer to the boundary of [0,1]^2 than X_v_2 is. Also let the vertices v_{j_1+1}, \ldots, v_{j_2+j_3+j_4} be defined from the conditions (b4–6). Note that, with this construction, (b2–6) are trivially satisfied, and also 2 \leq j_1 = |J| \leq K + 1. Moreover, j_2 \leq k - 1 because  \left| \bigcap_{i=1}^j N_{\frac{1}{\rho}(X_{v_i})}(v_i) \right| \leq k - 1 \ (by \ our \ choice \ of \ J) \quad \text{and} \quad B_p(X_{v_1}, r - \|X_{v_1} - X_{v_2}\|_2 \cdot \sqrt{2}) \subseteq \bigcap_{i=1}^j B_p(X_{v_i}, r) \ \text{by condition (b3) and the fact that} \quad \|x\|_p \leq \sqrt{2} \|x\|_2 \ \text{for all} \ x \in \mathbb{R}^2 \ \text{and all} \ p \geq 1. \ \text{Finally,} \ j_3 \leq K \ \text{and} \ j_4 \leq K \ \text{because the degrees of} \ v_1 \ \text{and} \ v_2 \ \text{are at most} \ K. \ \text{Hence condition (b1) is also satisfied.}

We distinguish three types of bad configurations according to the position of X_v_1 in [0,1]^2: corner bad configurations are those in which X_v_1 is at distance at most r from two of the four sides of [0,1]^2; side bad configurations are those in which X_v_1 is at distance at most r from exactly one of the four sides of [0,1]^2; all other bad configurations are referred to as interior bad configurations.

Let T_0, T_1 \ \text{and} \ T_2 \ \text{denote respectively the number of corner, side and interior bad configurations. An easy calculation shows that the expected number of vertices of degree at most K near the corners is o(1), so that also T_0 = 0 \ a.a.s.}

Let us now consider ET_1. Given a bad configuration, let \tau \leq r denote the distance of X_v_1 from the boundary and let \rho := \|X_{v_1} - X_{v_2}\|_2. \ \text{It can be seen that, provided \eta \ was chosen sufficiently small, we have}

\begin{align*}
    c_1 \rho r &\leq \text{area}(\partial [0,1]^2 \cap B_p(X_{v_2}, r) \setminus B_p(X_{v_1}, r)) \leq c_2 \rho r,
\end{align*}

\begin{align*}
    c_1 \rho r &\leq \text{area}\left(\partial [0,1]^2 \cap B_p(X_{v_1}, r) \setminus B_p(X_{v_1}, r - \rho \sqrt{2})\right) \leq c_2 \rho r,
\end{align*}

for suitably chosen constants c_1, c_2 > 0 \ (where \ c_1 = 1/100, c_2 = 100 \ \text{will do for our purposes). We shall also use the observation that}

\begin{align*}
    \text{area}(\partial [0,1]^2 \cap B_p(X_{v_1}, r)) &\geq \frac{\theta}{2} (r^2 + r\tau).
\end{align*}
We see that
\[
(1 - \text{area}([0,1]^2 \cap (B_p(X_{v_1}, r) \cup B_p(X_{v_2}, r))))^{n-(j_1+j_2+j_3+j_4)} \\
\leq (1 - \theta r^2/2 - \theta r \tau/2 - c_1 r \rho)^{n-4K} \\
\leq 2 \exp \left[-\theta n r^2/2 - \theta n r \tau/2 - c_1 n r \rho \right],
\]
where the second inequality holds for \(n\) sufficiently large. Shortly, we will also use the bounds that the area of \([0,1]^2 \cap B_2(X_{v_1}, \rho)\) is at most \(\pi \rho^2\) and that of \([0,1]^2 \cap B_p(X_{v_1}, r - \rho \sqrt{2})\) is at most \(\theta r^2\). In this way, we can bound \(E T_1\) by summing over all possible choices of \(v_1, \ldots, v_N\) the probability that they form a bad configuration. This probability can be obtained by integrating over \(\tau\) and \(\rho\) the probability that the points \(\{X_{v_1}, \ldots, X_{v_N}\}\) lie in their respective regions according to (b3–6) (using also the previous bounds on the area of these regions). Integration over \(\rho\) is achieved by changing to polar coordinates, and we use the fact that the probability density function of the distance between \(X_{v_1}\) and the closest side of \([0,1]^2\) is at most 4).

\[
E T_1 \leq \sum s_{n r^{j_1} j_2 + j_3 j_4} \int_0^r \int_0^{\sqrt{2} \rho r} (\pi \rho^2)^{j_1 - 2} (\theta \rho^2)^j_2 (c_2 r \rho)^j_3 + j_4 \times \exp \left[-\theta n r^2/2 - \theta n r \tau/2 - c_1 n r \rho \right] \pi \rho d \rho d \tau \\
= O \left( \sum n^{j_1 + j_2 + j_3 + j_4} \int_0^r \int_0^{\sqrt{2} \rho r} \rho^{2 j_1 + j_3 + j_4 - 3} e^{-\theta n r \tau/2 - c_1 n r \rho} \pi \rho d \rho d \tau \right),
\]
where both sums are over all \(j_1, \ldots, j_4\) that satisfy (b1) above. Applying the substitutions \(s = c_1 n r \rho\) and \(t = \theta n r \tau/2\), we get
\[
\int_0^r \int_0^{\sqrt{2} \rho r} \rho^{2 j_1 + j_3 + j_4 - 3} e^{-\theta n r \tau/2 - c_1 n r \rho} \pi \rho d \rho d \tau \\
= \int_0^{\theta n r^2/2} \int_0^{c_1 \sqrt{2} \rho n r^2} \left( \frac{s}{c_1 n r} \right)^{2 j_1 + j_3 + j_4 - 3} e^{-s/2 - t} ds \frac{2 dt}{c_1 n r \theta n r} \\
= O \left( (nr)^{-2(j_1 + j_3 + j_4 - 1)} \int_0^{\theta n r^2/2} \int_0^{c_1 \sqrt{2} \rho n r^2} s^{2 j_1 + j_3 + j_4 - 3} e^{-s/2 - t} ds dt \right) \\
= O \left( (nr)^{-2(j_1 + j_3 + j_4 - 1)} \right).
\]
Since \(\theta n r^2 = \log n + m \log \log n + O(1)\), we have \(e^{-\theta n r^2/2} = O \left( n^{-1/2 \log^{-m/2} n} \right)\). Putting everything together, we find
\[
E T_1 = O \left( \sum n^{-j_1 + j_2 + 1} r^{-2 j_1 + 2 j_2 + 1} n^{-1/2 \log^{-m/2} n} \right) \\
= O \left( \sum (nr^2)^{j_2 - j_1} n^{1/2 \log^{-m/2} n} \right) \\
= O \left( \sum (\log n)^{j_2 - j_1 + (1-m)/2} \right) \\
= O \left( \log^{-1} n \right) = O(1),
\]
using \(nr^2 = \Theta(\log n)\) and \(n^{1/2} r = \Theta(\log^{1/2} n)\) to arrive at the third line, and \(j_1 \geq 2, j_2 \leq k-1, m \geq 2k - 3\) so that \(j_2 - j_1 + (1-m)/2 \leq -1\) to arrive at the last line (together with the fact that we are summing over finitely many choices of the \(j_1\)).
It remains to show that $T_2 = 0$ a.a.s. The computations are fairly similar to these in the analysis of $T_1$ (the main difference being that we do not need the parameter $\tau$), and we omit them. We now get

$$ET_2 = O\left(\sum n^{j_1+j_2+j_3+j_4}r^{2j_2+j_3+j_4} \int_0^{\sqrt{2\eta r}} \rho^{2j_2+j_3+j_4-3} \exp\left[-\theta n r^2 - cn \rho\right] d\rho\right).$$

This is $o(1)$, by computations similar to those for $ET_1$. \qed

For the following definitions, we fix $\delta > 0$ to be a small enough constant and assume $r \to 0$. We tessellate $[0,1]^2$ into square cells of side $\delta r = [(\delta r)^{-1}]^{-1}$. (Note that $\delta'$ is not constant, but $\delta' \leq \delta$ and $\delta' \to \delta$). Let $C$ be the set of cells, and let $\mathcal{C}$ be an auxiliary graph with vertex set $C$ and with one edge connecting each pair of cells $c_1$ and $c_2$ iff all points in $c_1$ have distance at most $r$ from all points in $c_2$. Note that we shall use the term adjacent cells to refer to cells which are adjacent vertices of the graph of cells $\mathcal{C}$, while cells sharing a side boundary will be described as being topologically adjacent. Let $\Delta$ be the maximum degree of $\mathcal{C}$. By construction, $\Delta$ is a constant only depending on $\delta$ and the chosen $\ell_p$ norm.

We may assume that each point in $X$ lies strictly in the interior of a cell in the tessellation, since this happens with probability 1. Let $M$ be a large enough but constant positive integer (its choice will only depend on $\Delta$, thus on $\delta$, and also on $k$ and $\ell_p$). A cell in $C$ is dense if it contains at least $M$ points of the random set $X$, sparse if it contains at least one, but less than $M$, points in $X$, and empty if it has no points in $X$. Let $D \subseteq C$ be the set of dense cells. Note that $D \neq \emptyset$, since the total number of cells is $|C| = \Theta(n/\log n)$, so at least one must contain $\Omega(\log n)$ points in $X$.

A set of cells is said to be connected if it induces a connected subgraph of $\mathcal{C}$. (For $\delta$ small enough, this includes the situation where the union of cells is topologically connected.) The area of a set of cells is simply the area of the corresponding union of cells. A set of cells touches one side (or one corner) of $[0,1]^2$ if it contains a cell which has some boundary on that side (or corner) of the unit square.

**Lemma 4.** For any constants $\delta > 0$ and $\alpha > 0$ and for any $r$ satisfying $\theta nr^2 \sim \log n$, the following statements hold a.a.s.

1. All connected sets of cells of area at least $(1 + \alpha)\theta r^2$ contain some dense cell.
2. All connected sets of cells of area at least $(1 + \alpha)\theta r^2/2$ touching some side of $[0,1]^2$ contain some dense cell.
3. All cells contained inside a $5r \times 5r$ square on each corner of $[0,1]^2$ are dense.

**Proof.** Recall that the area of each cell is $\delta^2 r^2$. Then, in order to show the first statement in the lemma, it suffices to consider all connected sets of cells with exactly $s = \lceil (1 + \alpha)\theta / \delta^2 \rceil = \Theta(1)$ cells. Let $S$ be such a set of cells. The probability that $S$ has no dense cell is at most

$$\sum_{t=0}^{(M-1)s} \binom{n}{t} (s\delta^2 r^2)^t (1 - s\delta^2 r^2)^{n-t} = O\left(e^{-(1+\alpha)\theta r^2 n}\right) \sum_{t=0}^{(M-1)s} (r^2 n)^t$$

$$= O\left(n^{-(1+\alpha) + o(1)} \log^{(M-1)s} n\right). \quad (2)$$

To conclude the first part of the proof, multiply the probability above by the number $\Theta(1/r^2) = \Theta(n/\log n)$ of connected sets of $s$ cells.
By a completely analogous argument, if $S$ has area only $\lceil (1 + \alpha)\theta/\delta^2 \rceil/2$ and touches some side of $[0,1]^2$, the probability that it has no dense cell is $O(n^{-(1+\alpha)/2} + o(1)) \log^{(M-1)} n$. However, the number of such sets is only $\Theta(\sqrt{n/\log n})$.

Finally, there is a bounded number of cells inside any of the $5r \times 5r$ squares on the corners, and each individual cell is dense with probability $1 - o(1)$.

A set of cells is small if it can be embedded in a $16 \times 16$ grid of cells, and it is large otherwise. Consider the subgraph $\mathcal{G}_c[\mathcal{D}]$ of $\mathcal{G}_c$ induced by dense cells, and let $\mathcal{D}_0$ be the set of dense cells which are not in small components of $\mathcal{G}_c[\mathcal{D}]$ (we shall see that $\mathcal{D}_0$ forms a unique large component in $\mathcal{G}_c[\mathcal{D}]$). Most of the trouble in our argument comes from cells which are not adjacent to any dense cell in $\mathcal{D}_0$, so let $\mathcal{B} = C \setminus (\mathcal{D}_0 \cup N(\mathcal{D}_0))$, and call the cells in $\mathcal{B}$ bad cells. Also, let us denote components of $\mathcal{G}_c[\mathcal{B}]$ as bad components. Note that by construction all cells in $N(\mathcal{B}) \setminus \mathcal{B}$ must be sparse (or empty) but adjacent to some cell in $\mathcal{D}_0$, while $\mathcal{B}$ itself may contain both sparse and dense cells. Figure 2 illustrates some of these definitions.

**Lemma 5.** For a small enough constant $\delta > 0$ and for any $r$ satisfying $\theta nr^2 \sim \log n$, the following holds a.a.s.

1. All components of $\mathcal{G}_c[\mathcal{D}]$ are small except for one large component formed by precisely the cells in $\mathcal{D}_0$.

2. $\mathcal{G}_c[\mathcal{B}]$ has only small components.

**Proof.** First, we claim that the following statements are a.a.s. true. (Recall that “connected” is defined in terms of the graph $\mathcal{G}_c$, not topological adjacency.)
1. For any large connected set of cells $S$ such that $N(S)$ does not touch all four sides of $[0,1]^2$, $N(S) \setminus S$ must contain some dense cell.

2. For any pair of connected sets of cells $S_1$ and $S_2$ not adjacent to each other (i.e. $S_2 \cap N(S_1) = \emptyset$) and such that both $N(S_1)$ and $N(S_2)$ touch all four sides of $[0,1]^2$, $N(S_1) \setminus S_1$ or $N(S_2) \setminus S_2$ must contain some dense cell.

As an immediate consequence of this claim, by considering the maximal connected sets of dense cells, we deduce that $C[D]$ must have a unique large component, consisting of all cells in $D_0$ (note that $D_0 \neq \emptyset$ by statement 3 in Lemma 4). Moreover, $N(D_0)$ must touch all four sides of $[0,1]^2$. Now suppose that $C[B]$ has some large component $S$. By definition $N(S) \setminus S$ contains only sparse cells. Then, by the first part of the claim, $N(S)$ must touch the four sides of $[0,1]^2$. Hence, we apply the second part of the claim to $S$ and $D_0$ to deduce that such large $S$ cannot exist.

It just remains to prove the initial claim. Let $S$ be a connected set of cells. Observe that $\cup N(S)$ is topologically connected (and in particular $N(S)$ is a connected set of cells), and that the outer boundary $\gamma$ of $\cup N(S)$ is a simple closed polygonal path along the grid lines in $[0,1]^2$ defined by the tessellation. If we remove from $\gamma$ the segments that coincide with some side of $[0,1]^2$, each connected polygonal path that remains is called a piece of $\gamma$. Note that $N(S) \setminus S$ need not be a connected set of cells. However all cells in $N(S)$ along the same piece of $\gamma$ must be contained in the same topological component of $\cup (N(S) \setminus S)$, and thus in the same connected component of $N(S) \setminus S$.

The argument comprises several cases. For each case, a lower bound on the area of some connected component of $N(S) \setminus S$ is given by finding some disjoint subsets of $[0,1]^2$ of large enough area contained in the union of cells in that component. Then, Lemma 4 ensures that $N(S) \setminus S$ contain at least one dense cell.

Given a cell $c$, let $B_\uparrow(c)$ be the set of points at distance at most $(1-4\delta')r$ from the top right corner of $c$ and above and to the right of that corner. The sets $B_\downarrow(c)$, $B_\leftarrow(c)$ and $B_\rightarrow(c)$ are defined analogously replacing (top, above, right) by (top, above, left), (bottom, below, right) and (bottom, below, left) respectively. Note that $B_\uparrow(c)$, $B_\downarrow(c)$, $B_\leftarrow(c)$ and $B_\rightarrow(c)$ are disjoint and contained in $\cup (N(c) \setminus \{c\})$.

**Case 1.** Let $S \subseteq C$ be a connected set of cells which is not small and such that $N(S)$ does not touch any side of $[0,1]^2$. Since $S$ is not small, assume without loss of generality that its vertical extent is greater than $16\delta' r$. Let $c_1, c_2, c_3, c_4$ be respectively the topmost, bottommost, leftmost and rightmost cells in $S$ (possibly not all different and not unique). Let $A_{\uparrow}$ be any rectangle of height $16\delta' r$ and width $(1-20\delta') r$ glued to the right of $c_4$ and between the top of $c_1$ and the bottom of $c_2$. Also choose a similar rectangle $A_{\downarrow}$ of the same dimensions glued to the left of $c_3$, and let $A_{\leftarrow}$ and $A_{\rightarrow}$ be rectangles of height $(1-4\delta') r$ and width $\delta' r$ placed on top of, and below, the cells $c_1$ and $c_2$ respectively. By construction, $B_\uparrow(c_1)$, $B_\downarrow(c_1)$, $B_\leftarrow(c_2)$, $B_\rightarrow(c_2)$, $A_{\uparrow}$, $A_{\downarrow}$, $A_{\leftarrow}$ and $A_{\rightarrow}$ are disjoint and are contained in the same topological component of $\cup (N(S) \setminus S)$ (i.e. the one that touches $\gamma$), which thus has area at least

$$\theta(1-4\delta')^2 r^2 + 2\delta' r(1-4\delta')r + 32\delta' r(1-20\delta')r \geq \theta r^2 (1 + \delta'/3).$$

Hence, by Lemma 4, $N(S) \setminus S$ must contain some dense cell.

**Case 2.** Let $S \subseteq C$ be a connected set of cells which is not small and such that $N(S)$ touches only one side of $[0,1]^2$ (assume it is the bottom side). This is very similar to Case 1, so we just sketch the main differences in the argument.
Lemma 6. For a small enough constant \( r \), geometric graph of radius \( r \).

Proof. Let \( S \) be a small component of \( \mathcal{G}_{c}[B] \), and let \( g \) be any \( 16 \times 16 \) grid covering \( b \). Let \( O \) denote the geometric centre of the grid \( g \), and let \( S \) be the set of cells which have some point

If the vertical extent of \( S \) is greater than \( 16\delta r \), then proceed as in Case 1 but only consider the sets \( B_{\gamma}(c_1), B_{\gamma}(c_1), A_{\uparrow}, A_{\downarrow} \). Otherwise, the horizontal extent of \( S \) must be greater than \( 16\delta r \), and we consider instead the sets \( B_{\gamma}(c_4), B_{\gamma}(c_3), A_{\uparrow}', A_{\downarrow}' \). Here, \( A_{\uparrow}' \) and \( A_{\downarrow}' \) are rectangles of height \( \delta' r \) and width \( (1 - 4\delta') r \) placed to the left and right of cells \( c_3 \) and \( c_4 \) respectively, and \( A_{\uparrow}' \) is any rectangle of height \( (1 - 20\delta') r \) and width \( 16\delta r \) glued on top of \( c_1 \) and strictly between the left side of \( c_3 \) and the right side of \( c_4 \). In both cases, we deduce that the topological component of \( \bigcup (N(S) \setminus S) \) that touches the upper piece of \( \gamma \) has area at least \((1 + \delta'/6\theta) r^2 / 2 \). Since some cells in this component touch one side of \([0, 1]^2\), Lemma 4 implies that \( N(S) \setminus S \) must contain some dense cell.

Case 3. Let \( S \subseteq C \) be a connected set of cells which is not small. Suppose first that \( N(S) \) touches exactly two sides of \([0, 1]^2\) which are adjacent (say the bottom and the left sides of \([0, 1]^2\)). If the horizontal extent of \( S \) is at most \( 4r \), then \( N(S) \setminus S \) has some cell inside the \( 5r \times 5r \) square on the bottom left corner of \([0, 1]^2\). But these cells are all dense by Lemma 4 and we are done. Hence we can assume that \( S \) has horizontal extent greater than \( 4r \). In the other cases that \( N(S) \) touches two non-adjacent sides or three sides of \([0, 1]^2\), we can assume without loss of generality that \( N(S) \) touches the left and right sides of \([0, 1]^2\) but not the top side. Therefore, in all the cases considered, \( S \) must contain some cells intersecting each of the five first vertical stripes of width \( r \) at the left side of \([0, 1]^2\). Let \( c_1, c_2, c_3, c_4 \) and \( c_5 \) be the uppermost cells in \( S \) intersecting each of the five vertical stripes. These cells are not necessarily all different, but for each of these, either \( B_{\gamma}(c) \) or \( B_{\gamma}(c) \) is completely contained in the corresponding strip. Thus, the topological component of \( \bigcup (N(S) \setminus S) \) that touches the upper piece of \( \gamma \) has area at least \( 5(1 - 4\delta')^2 r^2 / 4 > (1 + 1/8)^2 r^2 \), and by Lemma 4, \( N(S) \setminus S \) must contain some dense cell.

Case 4. Let \( S_1 \) and \( S_2 \) be connected sets of cells not adjacent to each other (i.e. \( S_2 \cap N(S_1) = \emptyset \)) and such that both \( N(S_1) \) and \( N(S_2) \) touch all four sides of \([0, 1]^2\). Note that by Lemma 4 all cells inside the \( 5r \times 5r \) square on the left top corner of \([0, 1]^2\) are dense. Assume that none of these cells belongs to \( N(S_1) \setminus S_1 \) or \( N(S_2) \setminus S_2 \) (otherwise we are done). It could happen that these cells in the top left square are either all in \( S_1 \) or all in \( S_2 \). Assume they are not in \( S_1 \). Then consider, as in Case 3, the uppermost cells \( c_1, c_2, c_3, c_4 \) and \( c_5 \) in \( S_1 \) intersecting each of the five first vertical stripes of width \( r \) at the left side of \([0, 1]^2\). The same argument shows that the topological component of \( \bigcup (N(S_1) \setminus S_1) \) that touches the upper left piece of \( \gamma \) has area at least \((1 + 1/8)^2 r^2 \), and Lemma 4 completes the proof.

Finally, we need to show that bad components a.a.s. have some properties to be used in the construction of the Hamilton cycles. Given a component \( b \) of \( \mathcal{G}_{c}[B] \), let \( J = J(b) \subseteq \{1, \ldots, n\} \) be the set of indices of points in \( X \) contained in some cell of \( b \). Moreover, for any \( r' \), consider the set \( J' = J'(b, r') = N_{\theta r}(J) \setminus J \) (i.e. the set of strict neighbours of \( J \) in a random geometric graph of radius \( r' \)).

Lemma 6. For a small enough constant \( \delta > 0 \), and for any \( r \) and \( r' \) satisfying \( \theta r r^2 \sim \log n \) and \( r \leq r' \leq (1 + 1/32)r \), the following is a.a.s. true. For each small component \( b \) of \( \mathcal{G}_{c}[B] \), there exists a connected set of dense cells \( R(b) \subseteq D_0 \) of size \( 0 < |R(b)| \leq 10/\delta^2 \) such that

1. for every \( i \in J'(b, r') \), the cell containing \( X_i \) is adjacent to some cell in \( R(b) \), and
2. \( R(b) \cap R(b) = \emptyset \) and \( J'(b, r') \cap J'(b, r') = \emptyset \), for any other small component \( b \) of \( \mathcal{G}_{c}[B] \), different from \( b \).

Proof. Let \( b \) be a small component of \( \mathcal{G}_{c}[B] \), and let \( g \) be any \( 16 \times 16 \) grid covering \( b \). Let \( O \) denote the geometric centre of the grid \( g \), and let \( S \) be the set of cells which have some point
at distance between $3r/4$ and $3r/2$ from $O$. Take as $\mathcal{R}(b)$ the subset $\mathcal{R} = \mathcal{S} \cap \mathcal{D}$ formed by the dense cells in $\mathcal{S}$. This set will be shown to have all the desired properties. (Note that the size of $\mathcal{R}$ is $|\mathcal{R}| \leq |\mathcal{S}| < 10/\delta^2$.)

Consider a coarser tessellation of $[0, 1]^2$ into larger squares of side $[1/(16\delta')]\delta' r$ (each square containing exactly $[1/(16\delta')]^2$ cells). We refer to each square both as a subset of $[0, 1]^2$, and as the set of cells it contains. Let $\mathcal{Q}$ be the set of squares of the coarser tessellation that contain at least one point at distance exactly $5r/4$ from $O$. By construction, all squares in $\mathcal{Q}$ are contained inside $\mathcal{S}$. Moreover, we claim that all squares in $\mathcal{Q}$ contain some dense cell. To show this, suppose first that $N(b)$ does not touch any side of $[0, 1]^2$. In fact, by choosing $\delta$ sufficiently small, we can guarantee that each square $q \in \mathcal{Q}$ has no intersection with $N(b) \setminus b$, and thus $q \cup (N(b) \setminus b)$ is a connected set of cells of area at least

$$\theta(1 - 34\delta')^2 r^2 + [1/(16\delta')]^2 \delta'^2 r^2 \geq (\theta + 1/257)r^2.$$ 

Hence, assuming that statement 1 in Lemma 4 holds, $q \cup (N(b) \setminus b)$ must contain some dense cell, which must be in $q$ since $N(b) \setminus b$ does not contain any. The cases that $N(b)$ touches one or two sides of $[0, 1]^2$ are dealt with analogously by using statements 2 and 3 in Lemma 4.

Since the union of squares in $\mathcal{Q}$ is topologically connected, and each pair of cells lying in topologically adjacent squares of $\mathcal{Q}$ are also adjacent in $\mathcal{C}$, the dense cells in squares of $\mathcal{Q}$ induce a connected set of cells. Moreover, for any other cell $c$ in $\mathcal{S}$ there is some square $q \in \mathcal{Q}$ such that $c$ is adjacent to all cells in $q$. Hence, $N(\mathcal{R}) \supseteq \mathcal{S}$, and also $\mathcal{R}$ induces a connected set of cells. Since $\mathcal{R}$ cannot be embedded in a $16 \times 16$ grid of cells, $\mathcal{R}$ must be contained in $\mathcal{D}_0$.

Now consider any vertex $i \in J' = J'(b, r^*)$. If $d(X_i, O) \leq 3r/8$, then the cell $c$ containing $X_i$ must be in $N(b) \setminus b$. Therefore, since $b$ is a component of $\mathcal{C}[\mathcal{B}]$, $c$ must be sparse but adjacent to some dense cell $d \in \mathcal{D}_0$. By construction, any point in $d$ must be at distance between $(1 - 34\delta')r$ and $(11/8 + 2\delta')r$ from $O$, so $d \in \mathcal{R}$. Otherwise, suppose that $d(X_i, O) > 3r/8$. We also have $d(X_i, O) \leq (1 + 1/32 + 16\delta')r$, since $i \in J'$. Then the cell $c$ containing $X_i$ must be adjacent to all cells in some square $q \in \mathcal{Q}$, and in particular to some dense cell in $\mathcal{R}$.

To verify the other requirements, define $\mathcal{Q}'$ to be the set of squares of the coarser tessellation with some point at distance exactly $7r/4$ from $O$. The same argument we used for $\mathcal{Q}$ shows that all squares in $\mathcal{Q}'$ contain some dense cell. Let $\mathcal{R}'$ be the set of dense cells in squares of $\mathcal{Q}'$. Then it is immediate to verify that any point in a cell $c$ of some other small component $b \neq b$ of $\mathcal{C}[\mathcal{B}]$ must be at distance at least $41r/16$ from $O$ since otherwise $c$ would be adjacent to some cell in $b$, $\mathcal{R}$ or $\mathcal{R}'$. All remaining statements follow easily from that.

\begin{proof}
\end{proof}

### 3 Building Hamilton cycles and a perfect matching

A factorisation of a graph is the set of subgraphs induced by a partition of the edge set. A hamiltonian decomposition of a graph is a factorisation in which at most one subgraph is a perfect matching, and all the remaining ones are Hamilton cycles. The construction of a hamiltonian decomposition in the following lemma is well known (since 1892). It is attributed to Walecki by Lucas [5]. We also need the decomposition to contain a transversal, by which we mean a matching that contains an edge of each of the Hamilton cycles in the decomposition. (Note that the transversal does not contain an edge of the perfect matching.)

**Lemma 7.** Every complete graph has a hamiltonian decomposition with a transversal.

Note that the number of Hamilton cycles in such a decomposition of $K_{k+1}$ will be $\lfloor k/2 \rfloor$, and thus the transversal is a not-quite-perfect matching.
Proof. First, for \( k \) even, consider the complete graph \( K_{k+1} \) on the vertices \( \{0, 1, \ldots, k-1, \ast\} \). We shall first colour the edges of \( K_{k+1} \). Expressions referring to vertex labels other than \( \ast \) are interpreted mod \( k \) and expressions referring to colour labels are mod \( k/2 \). (In this paper, mod denotes taking the remainder on division.)

For each pair of vertices \( u \) and \( v \) in \( \{0, 1, \ldots, k-1\} \), assign the colour 
\[
\left\lfloor \frac{(u + v)}{2} \right\rfloor \tag{3}
\]
(mod \( k/2 \) of course) to the edge \( uv \). Also, assign colour \( i \) to the edges from \( \ast \) to both vertices \( i \) and \( i + k/2 \). It is easy to check that, for each \( i \in \{0, 1, \ldots, k/2 - 1\} \), the edges receiving colour \( i \) form a \((k+1)\)-cycle \((v_0, \ldots, v_k)\) where 
\[
v_0 = \ast, \quad v_1 = i, \quad v_{t+1} = v_t + (-1)^t, \quad \forall t \in \{1, \ldots, k-1\},
\]
\[
or equivalently \quad v_0 = \ast, \quad v_t = i - (-1)^t \left\lfloor t/2 \right\rfloor, \quad \forall t \in \{1, \ldots, k\}.
\]
Thus, the colouring induces a factorisation of \( K_{k+1} \) into \( k/2 \) Hamilton cycles of colours \( 0, 1, \ldots, k/2 - 1 \), giving the required hamiltonian decomposition. See Figure 3.

![Figure 3: One factor in a hamiltonian decomposition. Other factors are obtained by rotating the circle.](image)

When \( k \) is congruent to 2 mod 4, the set of edges \( \{2i, 2i + 1\} \ (i = 0, \ldots, k/2 - 1) \) is a transversal. When \( k \) is divisible by 4, one transversal uses the edges \( \{2i, 2i + 1\} \ (i = 0, \ldots, k/4 - 1) \), the edge from \( \ast \) to \( k/2 \), and the edges \( \{k/2 + 2i - 1, k/2 + 2i\} \ (i = 1, \ldots, k/4 - 1) \).

For odd \( k \), a perfect matching needs to be included. There is a similar colouring scheme, using the colours \( 0, 1, \ldots, (k-1)/2 \), where colours are taken mod \((k+1)/2\). In this case, colour 
\[
\left\lceil \frac{(u + v \mod k)}{2} \right\rceil
\]
is on the edge \( uv \) (note we assume by convention that \( u + v \mod k \in \{0, \ldots, k - 1\} \), each colour \( i \ (i \in \{1, \ldots, (k-1)/2\}) \) is on the edge from \( i \) to \( \ast \), and each colour \( (k+1)/2 - i \ (i \in \{0, \ldots, (k-1)/2\}) \) is on the edge from \( k - i \) to \( \ast \). The edges of colour 0 form a perfect matching, and each of the other colours gives a Hamilton cycle. Finally, the transversal for odd \( k \) is easily found, similar to the even \( k \) case, using more or less every second edge of the form \( \{i, i + 1\} \).

\[\square\]
In the remainder of this section, we use the results in the earlier lemmas to prove Theorem 1. We first give a complete proof for $k$ even, and then provide the extra pieces of argument required for $k$ odd.

(i) **Proof for $k$ even.**

Let $\epsilon > 0$ be arbitrarily small. Recall the definitions of $m$ and $r_k$ in the beginning of Section 2. In view of Proposition 2, we can choose a large enough constant $\lambda > 0$ such that, by setting

$$r_l = \sqrt{\log n + m \log \log n - \lambda \theta n}$$

we can guarantee that

$$\Pr \left( r_l \leq r_k \leq \sqrt{\log n + m \log \log n + \lambda \theta n} \right) > 1 - \epsilon.$$

Hence, looking at the evolution of $G(X;r)$ for $0 \leq r < \infty$, the probability that it becomes $k$-connected at some radius $r$ satisfying the condition in Lemma 3 is greater than $1 - \epsilon$. Let us condition upon this event. Then, by the results in Section 2, we may assume that the properties described in Lemmas 5 and 6 hold for $r = r_l$ and some $\delta$, and also that the property in Lemma 3 holds for $r = r_k$, $\eta = 32\delta$, $K = 2k+k^2$ and all $2 \leq j \leq k$. So we may assume $X$ to be an arbitrary fixed set of $n$ points in $[0,1]^2$ in general position and satisfying these properties.

The proof is completed by giving a deterministic construction of $k/2$ edge-disjoint Hamilton cycles for the geometric graph $G(X;r_k)$. Most edges will be of length at most $r_l$ but we shall use a few of length between $r_l$ and $r_k$. (The last edges creating $k$-connectivity arrive during this period, and they are of course necessary to construct $k/2$ edge-disjoint Hamilton cycles.) We define the edges of each Hamilton cycle by colouring some of the edges of $G(X;r_k)$, using colours $1, \ldots, k/2$, such that each of these colour classes induces a Hamilton cycle.

We take $r = r_l$ (except at special points in the argument) and define $G_C, D, B$ and so on accordingly (see Section 2). Let $T$ be a spanning tree of the largest component $D_0$ of $G_C[D]$. Next, double each edge of $T$ to get an Eulerian multigraph $F$. The vertex degrees in $T$ are bounded above by $\Delta$, so those in $F$ are bounded above by $2\Delta$. Next, pick an Eulerian circuit $C$ of $F$.

Henceforth, we have no need to consider points in $[0,1]^2$ that are not members of $X$. So, points in $X$ contained in some cell $c$ will simply be referred to as points in $c$, and they will often be identified with their corresponding vertices in $G(X;r_l)$ or $G(X;r_k)$. Also, the term dense cell will refer only to cells in $D_0$, thus excluding these dense cells contained in bad components. For descriptive purposes, we split the rest of the argument into two parts, first treating the case that there are no bad cells, i.e. $B$ is empty. For this we only need the edges of $G(X;r_l)$. Then we will show how the construction is easily modified to handle the bad components, using some edges of $G(X;r_k)$.

**Part 1. $B$ is empty.**

In this case, the rest of the proof involves two steps, which will be used in different forms during the later arguments.

**Step 1. Turning the circuits into cycles**

The subgraph of $G(X;r_l)$ induced by the points contained in any dense cell is complete and has many more than $k$ vertices. Lemma 7 provides $k/2$ edge-disjoint Hamilton cycles in this subgraph. In fact, it provides more; we just choose a subset of the Hamilton cycles...
that are given by that lemma. The separate cycles in all the dense cells will be ‘broken’ and rejoined together using $C$ as a template. In the following discussion we assume $C$ is oriented, so we may speak of incoming and outgoing edges of $C$ with respect to a cell.

For any dense cell $c$, the deletion of $c$ from $C$ breaks $C$ up into a number of paths $P_i$. For colour 1, do the following. Associate each path $P_i$ with an edge $z_i$ that joins two points in $c$ and has already been coloured 1, using a different edge $z_i$ for each path $P_i$. Uncolour the edges $z_i$, and associate the outgoing and incoming edges of the path $P_i$ (with respect to the cell $c$) each with an endpoint of $z_i$. After doing the same for all dense cells, every edge $cd$ of $C$, where $c$ and $d$ are cells, has now been associated with two points, one in $c$ and one in $d$. Colour the edge joining these two points using colour 1. Doing this for all edges of $C$ clearly joins up all the edges coloured 1 into one big cycle using all points in the dense cells.

Now do the same with colours $2, \ldots, k/2$, one after another, but each time being careful to use edges $z_i$ in each cell that are not adjacent to such edges used with any of the previous colours. This is easily done because using an edge for one colour eliminates at most four edges of another colour (as the graph induced by edges of a given colour has maximum degree at most 2). So the process can be carried out if $M$ is greater than $2k\Delta$. All the edges that are still coloured and were not used for joining into paths $P_i$ we call spare.

**Step 2. Extending the cycles into the sparse cells**

There are now $k/2$ edge-disjoint coloured cycles, one of each colour, and each cycle uses precisely all the points in dense cells. Note that within each dense cell, there are still an arbitrarily large number (depending on $M$) of spare edges of each colour, left over from the original application of Lemma 7. To prepare for extending the cycles into the sparse cells, we will break the cycles at these spare edges.

Let $c$ be any sparse cell. By the definition of $B$ and our assumption that $B$ has no cells, there is a dense cell, say $c'$, adjacent to $c$ in $G_C$. If $c$ contains at most $2k$ points, for each vertex $v$ of the geometric graph inside $c$ do the following. Choose a spare edge $z$ inside $c'$ of colour 1, uncolour the spare edge $z$, and colour the two edges from the endpoints of $z$ to $v$ with the colour 1. Any edges of different colours adjacent to $z$ should be deemed not spare after use. Then repeat for each of the other colours. After this, the edges of any given colour form a cycle containing all points in dense cells and in $c$.

On the other hand, if $c$ contains more than $2k$ points, the above process could potentially require too many spare edges, so we must do something else. By Lemma 7, we can specify $k/2$ edge-disjoint Hamilton cycles around the points in $c$, one of each of the colours. One can then greedily choose an independent set of edges, one of each colour. (This is easily seen by noting that choosing an edge knocks out at most four adjacent edges with any particular colour. Alternatively, by a more careful argument which we give later, it can be shown that the same holds as long as $c$ contains more than $k$ points.) These edges can be matched up with $k/2$ spare edges that have both endpoints in $c'$, and then each of the coloured cycles is easily extended by uncolouring each matched pair of edges and appropriately colouring the edges joining their endpoints. Again for this case, the edges of any given colour form a cycle containing all the points in dense cells and in $c$.

This process can be repeated for each sparse cell. Since each dense cell has at most $\Delta$ neighbours in $G_C$, the total number of spare edges required of any one colour in any dense cell can be crudely bounded above by $2k\Delta$, which is the same as the upper bound on the number of points already used up. Thus, for $M$ sufficiently large ($4k\Delta$ should do), there will be a sufficient number of spare edges to finish with a cycle of each colour through all points in $G(X; r_l)$, using only the edges of $G(X; r_l)$. This finishes Step 2 and the proof in the case
that $\mathcal{B}$ is empty.

We now turn our attention to the (much more difficult) case that $\mathcal{B}$ is nonempty, for which we use an appropriate modification of the above argument.

**Part 2. The general case: $\mathcal{B}$ can be nonempty.**

For this, we will need to use some edges of $\mathcal{G}(X; r_k)$ that are not present in $\mathcal{G}(X; r_l)$, but the definition of all structures (such as bad components) remains as determined by the graph $\mathcal{G}(X; r_l)$. Recall the Eulerian circuit $C$ chosen at the start of the proof. This circuit gives a directed tour of all dense cells in the graph $\mathcal{G}_C$. (Recall that in this section the term dense is reserved for cells in $\mathcal{D}_0$.) We will first extend this tour to a circuit that includes routes through each bad component, and later perform modified versions of Steps 1 and 2 described above.

Pick one such bad component $b$, which must be small by Lemma 5, and let $\mathcal{R} = \mathcal{R}(b)$ be a set of cells as in Lemma 6. Recall that $0 < |\mathcal{R}| < 10/\delta^2$. To take care of $b$, we will work entirely in $\mathcal{R}$ and the bad component $b$. Let $J$ denote the set of points in cells in $b$ and set $j = |J|$ (assume that $j > 0$, since otherwise $b$ has no role in our argument). The subgraph of $\mathcal{G}(X; r_l)$ induced by $J$ is a copy of $K_j$, since $b$ is small and can be embedded in a $16 \times 16$ grid of cells (and assuming that $32\delta < 1$). Now consider the graph $\mathcal{G}(X; r_k)$, which by definition is $k$-connected, and let $J' = N_{\mathcal{G}(X; r_k)}(J) \setminus J$. Let $H$ denote the induced bipartite subgraph of $\mathcal{G}(X; r_k)$ with parts $J$ and $J'$, and let $G \subseteq \mathcal{G}(X; r_k)$ be the union of $H$ with the clique on vertex set $J$. Note for later reference that the set $J'$ can possibly contain vertices in dense cells: although no cell in $b$ is adjacent to a dense cell, points in it can be adjacent to points in a dense cell.

A **linear forest** is a forest all of whose components are paths.

**Claim 1.** $G$ contains $k/2$ pairwise edge-disjoint linear forests $F_1, \ldots, F_{k/2}$, such that
(a) in each forest all vertices in $J$ have degree 2, and
(b) the set of vertices in $J'$ contained in some path of $F_1, \ldots, F_{k/2}$ has cardinality at most $2k^2$.

To prove the claim, we consider two cases.

**Case 1: $j > k$.**

Since $\mathcal{G}(X; r_k)$ is $k$-connected, no vertex cut of $G$ of size less than $k$ can separate $J$ from $J'$. Moreover, both $J$ and $J'$ have cardinality at least $k$. So (a version of) Menger’s theorem implies that there is a set of $k$ pairwise disjoint paths joining $J$ to $J'$. Hence, there is a matching, $T$, of cardinality $k$, with each edge of the matching joining a point in $J$ to a point in $J'$.

Consider first an arbitrary complete graph $K_j$, of which Lemma 7 can be used to obtain a full hamiltonian decomposition, together with a transversal containing one edge from each of the Hamilton cycles. Now choose $k/2$ of the Hamilton cycles in the decomposition, and let $T'$ be the matching consisting of the edges of the transversal that lie in the chosen cycles.

Next, we can identify the set of vertices of $K_j$ with the set $J$, such that the vertices incident with edges in $T'$ are identified with the vertices of $J$ that are matched by $T$. From each of the Hamilton cycles, delete the edge, say $x$, in that cycle that lies in $T'$, and add the two edges of $T$ adjacent to $x$. This gives a path $P$ in $G$ which starts and finishes in vertices in $J'$. Since $T'$ is a matching, the end vertices of all paths comprise a set of $k$ distinct vertices. Hence, these $k/2$ paths suffice for $F_1, \ldots, F_{k/2}$.

**Case 2: $j \leq k$.**
Set $K = 2k + k^2$ and define $J_0$ to be the set of points in $J$ that have less than $K$ neighbours in $\mathcal{G}(X;r_k)$. Also, put $J_1 = J \setminus J_0$ and let $J'_0 = N_{\mathcal{G}(X;r_k)}(J_0) \setminus J_0$ (note that $J'_0$ is contained in the (disjoint) union of $J_1$ and $J'$).

We first prove an analogue of the claim but with $J_0$ and $J'_0$ playing the role of $J$ and $J'$. Let $H_0$ denote the induced bipartite subgraph of $\mathcal{G}(X;r_k)$ with parts $J_0$ and $J'_0$, and let $G_0 \subseteq \mathcal{G}(X;r_k)$ be the union of $H_0$ with the clique on vertex set $J_0$. Put $j_0 = |J_0|$. The degenerate case $j_0 = 0$ will be treated later, so we assume that $j_0 \geq 1$. Observe that we can find a set $J'_0$ of $k$ points in $J'_0$ which are common neighbours of all points in $J_0$ with respect to $\mathcal{G}(X;r_k)$. This follows from Lemma 3 for $j_0 \geq 2$, and is trivially true for $j_0 = 1$ since $\mathcal{G}(X;r_k)$ is $k$-connected.

Consider first an arbitrary complete graph $K_{k+j_0}$, of which Lemma 7 can be used to obtain a full hamiltonian decomposition, together with a transversal containing one edge from each of the Hamilton cycles. Now choose $k/2$ of the Hamilton cycles in the decomposition, and let $T$ be the matching consisting of the edges of the transversal that lie in the chosen cycles.

Next, we can identify the set of vertices of $K_{k+j_0}$ with the set $J_0 \cup J'_0$, so that the vertices incident with edges in $T$ are identified with the vertices of $J'_0$. Each of the original Hamilton cycles in the decomposition turns into a linear forest when restricted to the edges in $G_0$, since at least the edge in the matching $T$ is missing in $G_0$ ($J'_0 \subseteq J'_0$ has no internal edges in $G_0$).

By construction, these $k/2$ forests have the following properties: in each forest all vertices in $J_0$ have degree 2; and the set of vertices in $J'_0$ contained in some path of some forest has cardinality at most $k$. In addition, this statement is also trivially satisfied in the case $j_0 = 0$ by considering $k/2$ empty forests (also define $J''_0 = \emptyset$ in this case).

We complete each of these $k/2$ forests by adding all these vertices of $J_1$ that were not used by any path in that forest (these new vertices are interpreted as paths of length 0 in the forest, and they might belong to more than one forest). Observe that after doing that the forests stay edge-disjoint, and the set of vertices in $J_1 \cup J'_0$ contained in some path has cardinality at most $2k$.

Some of the paths in the forests have one or two end vertices in $J_1$. We extend these paths (edge-disjointly with paths in any of the forests) as follows. If $v \in J_1$ is an end vertex of some path, we extend the path in that direction by adding one of the neighbours of $v$ in $\mathcal{G}(X;r_k)$ which is not already in any path of any forest (paths of length 0 in $J_1$ are naturally extended in two directions). This can be done since each vertex $v$ in $J_1$ has at least $K \geq |J_1| + |J''_0| + 2(k/2)|J_0|$ neighbours to choose. Observe that the newly added end vertices must lie in $N(J_1) \setminus J' \subseteq J'$ since all vertices in $J$ were already used in some path. The resulting forests $F_1, \ldots, F_{k/2}$ satisfy all the requirements, since all vertices in $J$ have now degree 2 in each forest, and the set of vertices in $J'$ contained in some path is at most $|J''_0| + (k/2)2|J_1| \leq 2k^2$. This completes the proof of the claim (see also Figure 4 for a visual description of this second case).

Let $J''$ be the set of vertices in $J'$ contained in some path of $F_1, \ldots, F_{k/2}$. By the claim above, we have $|J''| \leq 2k^2$. We extend each forest $F_i$ to a spanning forest $F'_i$ of $J \cup J''$ by adding those vertices in $J''$ not used by any path of $F_i$ (these vertices are counted as separate paths of length 0). The total number of paths of $F'_1, \ldots, F'_{k/2}$ is at most $|J''|k/2 \leq k^3$, taking into account multiplicity since each 0-length path may belong to more than one forest $F'_i$. Moreover, by setting $r = r_1$ and $r' = r_k$ in Lemma 6, we deduce that each vertex in $J''$ is contained in a cell $c$ that is either dense or adjacent to some dense cell in $R$. (Note that $c$ may be either sparse or dense.)

The next step is to associate each of the paths in $F'_i$ with the colour $i$, and create circuits
Figure 4: Illustration of Case 2 in the proof of Claim 1 for \(k = 6\), \(j = 5\) and \(j_0 = 3\), representing the construction of the linear forests. For the sake of clarity, only a subset of the vertices in \(J'\) is shown. (Note that each vertex in \(J_1\) should have at least \(2k + k^2\) neighbours in \(J \cup J'\).)

\(C_1, \ldots, C_{k/2}\) such that circuit \(C_i\) contains \(C\), together with an extra cycle \(C(P)\) for each path \(P\) in the forest \(F'_i\). To construct \(C(P)\), take two cells \(c\) and \(d\) in \(R\) (possibly \(c = d\), one for each end-vertex of \(P\), either containing the end-vertex or adjacent to a cell containing it. Then the cycle \(C(P)\) consists of a special new edge (possibly a loop) joining cells \(c\) and \(d\) (we say this edge represents \(P\)), together with a path of cells within \(R\) joining those same cells \(c\) and \(d\). Note that each cycle has length bounded above by \(10/\delta^2\) (see Lemma 6).

This construction was all with respect to a particular bad component \(b\). Now repeat the construction for all the other bad components, in each case extending the circuits \(C_1, \ldots, C_{k/2}\) in the same way as for \(b\). By Lemma 6, two paths \(P\) and \(P'\) related to different bad components have no vertex in common, and also the corresponding extra cycles \(C(P)\) and \(C(P')\) use disjoint sets of dense cells. Hence, the number of these new cycles passing through any particular dense cell is at most \(k^3\), so the maximum degree of dense cells in each \(C_i\) is at most \(2\Delta + 2k^3\).

We next perform a version of Step 1 described in Part 1. First, let us call all the vertices lying in forests \(F_i\) with respect to bad components the forest vertices.

**Step 1’** Turning the circuits \(C_i\) into edge-disjoint coloured cycles

The first part of this is done just as for Step 1 when \(B\) empty, except for two aspects. To start with, all forest vertices within dense cells are set aside and not used in the construction of the coloured cycles within the dense cells. Secondly, where an edge of the circuit between cells \(c\) and \(c'\) is one of those representing a path \(P\) in a forest, instead of a simple edge between vertices \(u\) in \(c\) and \(v\) in \(c'\), the cycle uses the path \(P\) represented by that edge, together with the edges joining \(P\) to \(u\) and \(v\). In this way, we obtain from \(C_i\) a cycle of colour \(i\) that
visits precisely all vertices that are either forest vertices (i.e. in \(J(b)\) or \(J'(b)\) for any small component \(b\)), or in dense cells, but not both. All other points in \(X\) will be called outsiders. They are not yet visited by any of \(C_1, \ldots, C_{k/2}\), either because they are neither forest vertices nor in a dense cell, or are in both.

We next perform a version of Step 2, as follows.

**Step 2’. Extending the cycles to the outsiders**

This consists of extending each coloured cycle as done in Step 2, but this time extending to them only through the outsiders. The other significant difference between this and Step 2 is that the maximum degree of dense cells in each \(C_i\) is now bounded above by \(2\Delta + 2k^2\) rather than \(2\Delta\), and there are some outsiders in each dense cell, so there are fewer spare edges to work with, but the change is only a constant. So we need to adjust the lower bound on \(M\) accordingly. This completes the proof of part (i) of the theorem.

(ii) **Proof for \(k\) odd.**

We now consider odd \(k \geq 1\). Recall that the total number of vertices in the geometric graph must be even. The same framework of argument is used as for \(k\) even. For \(k\) odd, colours \(1, \ldots, (k-1)/2\) will be used for the Hamilton cycles, and colour \((k+1)/2\) will be used for the matching. We find it convenient to refer to \((k+1)/2\) as the *match* colour. The edges that we colour using the match colour will form a spanning subgraph \(D\) of the geometric graph, whose edges form a cycle on some (possibly all) vertices and a matching of some of the other vertices; in the very last stage of the argument we will adjust this to form a perfect matching of the whole graph.

Define the multigraph \(F\) as for \(k\) even, and construct \(C\) in the same way. We next need to perform a version of Step 1. In this case, instead of creating \(k/2\) edge-disjoint cycles passing through all the points in dense cells, we construct \((k+1)/2\) of them using the same construction as for \(k\) even.

In the case that there are no bad cells, the argument as in Part 1 above shows that all the cycles can be extended as in Step 2 to edge-disjoint Hamilton cycles of the graph. Then, since the graph has an even number of vertices, every second edge of the matching colour can be omitted to provide the desired colouring.

So consider the case that \(B\) is possibly nonempty and follow the argument in Part 2 for \(k\) even, up to the point where Claim 1 is made. This claim is replaced by the following.

**Claim 2.** \(G\) contains \((k+1)/2\) pairwise edge-disjoint linear forests \(F_1, \ldots, F_{(k+1)/2}\), such that

(a) in each of the first \((k-1)/2\) forests all vertices in \(J\) have degree 2,
(b) the set of vertices in \(J'\) contained in some path of \(F_1, \ldots, F_{(k+1)/2}\) has cardinality at most \(2k^2\), and
(c) the last forest, \(F_{(k+1)/2}\), is a matching that saturates each vertex in \(J\).

To prove this claim, we again distinguish two main cases but insert an extra one.

**Case 1a: \(j > k + 1\).**

As in the case \(j > k\) for the first claim, we may find the matching \(T\) of (odd) cardinality \(k\), and also \((k+1)/2\) edge-disjoint Hamilton cycles in \(G[J]\), with a matching \(T'\) containing one edge from each Hamilton cycle. By relabelling \(J\), we can then align the end vertices of the \(T'\) with those of \(T\) in \(J\), but only using one end vertex of the edge in the last cycle. A set of edges in this last cycle is easily deleted so that what remains, together with the incident edge of \(T\), is a matching either entirely contained in \(J\) or with one edge (of \(T\)) leaving \(J\). This proves the claim in this case.
Case 1b: $j = k + 1$.

In this case, we may use the decomposition of a $K_{j+1} = K_{k+2}$ into $(k + 1)/2$ Hamilton cycles, delete any one vertex, and use the broken Hamilton cycles for the paths, plus every second edge of any one of them for the matching.

Case 2: $j \leq k$.

This is analogous to the proof of Case 2 of Claim 1, so we just sketch the main changes. Here for $j_0 \geq 1$ we use the full hamiltonian decomposition of $K_{k+j_0}$ (see Lemma 7) to select $(k - 1)/2$ edge-disjoint Hamilton cycles and one matching of all but at most one vertex (which we call the unmatched vertex) of $K_{k+j_0}$. We also obtain a matching $T$ consisting precisely of one edge of each of the $(k - 1)/2$ cycles. Then we identify the set of vertices of $K_{k+j_0}$ with the set $J_0 \cup J_0''$ as before, but we must additionally guarantee that the unmatched vertex (if it exists) is identified with some vertex of $J_0''$. Reasoning as in the proof of Claim 1, we obtain $(k + 1)/2$ edge-disjoint forests in $G_0$, where the first $(k - 1)/2$ of the forests have analogous properties to those in Claim 1, and the last forest is a matching that saturates each vertex in $J_0$. To extend the forests to all the vertices of $J$, we deal with the first $(k - 1)/2$ forests exactly as before. The matching is extended by connecting each vertex $v$ in $J_1$ that is not in the original matching to one of the neighbours of $v$ which is not already in any path of any forest. As before, this can be done since each vertex $v$ in $J_1$ has at least $K \geq |J| + |J_0''| + (2(k - 1)/2 + 1)|J_1|$ neighbours to choose. This finishes the proof of Claim 2.

We now extend the forests to spanning forests $F_i''$, exactly as for the even $k$ case (this now includes the match colour). We are now prepared for the analogue of Step 1.

Step 1". Circuits into cycles and matching

For each non-match colour $1 \leq i \leq (k - 1)/2$, the forests $F_i''$ in the various bad components are treated the same way as in Step 1’ in order to create circuits $C_i$. These are then turned into edge-disjoint cycles $\tilde{C}_i$ passing through all vertices except for the outsiders, just as for $k$ even. Simultaneously with this, by including an extra colour in the construction, we create a cycle in the match colour that passes through just the vertices in the dense cells apart from outsiders. For this colour, we must do something different with respect to the vertices not in dense cells. So let $i = (k + 1)/2$; so far we have a cycle $\tilde{C}_i$, through all non-forest points in dense cells, whose edges are of colour $i$. The edges of a given forest $F_i$ related to a bad component are naturally coloured with $i$. For each single vertex component $v$ in the forest $F_i''$ (i.e. each vertex $v$ unmatched by $F_i$), let $d$ be a dense cell either equal or adjacent to the cell $c$ containing $v$. We may select the end-vertices $v_1$ and $v_2$ in $d$ of a spare edge of $\tilde{C}_i$ (note this implies that the edges $vv_1$ and $vv_2$ are currently uncoloured). Denoting these two vertices $v_1$ and $v_2$, the pair $\{v_1, v_2\}$ is called the gate for $v$. Each such vertex $v$ is treated in this way, its gate is defined and $v$ is added to a set $W$ (a set of vertices which are ‘waiting’). Naturally, any spare edge incident with either vertex in a gate is deemed non-spare for all subsequent choices of gates. Note that at this stage, all vertices in the graph are incident with an edge of the match colour except for the outsiders and those in $W$.

Next, we perform the step of extending the cycles to the outsiders.

Step 2". Extending cycles and matching to outsiders

For each non-match colour $i$, the cycle of colour $i$ is extended as in Step 2’. We next show that we can also include a near-perfect matching of the match colour, which saturates all but a bounded number of outsiders, such that the matching is edge-disjoint from all the coloured cycles. This extra matching is easily obtained using the methodology of Step 2’: for the match colour $i$, if a sparse cell $c$ contains at most $2k$ outsiders, we may leave all outsiders unmatched.
If it contains more outsiders, simply include an extra cycle $\bar{C}$ through all outsiders in $c$. This cycle should be chosen simultaneously with all the other cycles being chosen within cell $c$ in this Step 2, using Lemma 7. Then, colour every second edge of $\bar{C}$ with the match colour, leaving at most one outsider in this cell unmatched. Finally, in either case, for each remaining unmatched outsider $v$, choose a gate $(v_1, v_2)$ exactly as described in Step 1. Note that a dense cell contains a bounded number of outsiders since these are all in the forest $F_i$.

After all this, every vertex is in each of the coloured cycles of colour $i \leq (k - 1)/2$, but we still need to create the perfect matching of colour $i = (k + 1)/2$. So far, all vertices are either matched by the match colour $i$, or lie in $W$, or lie on the cycle $\bar{C}_i$. To fix this, in one fell swoop, we choose simultaneously for all vertices $v$ in $W$, a vertex $v'$, in the gate for $v$, such that all the vertices $v'$ have odd distance apart as measured along the cycle $\bar{C}_i$ of colour $i$. (Why this is possible will be explained shortly.) Then all such edges of the form $vv'$ are coloured $i$, and finally, every second edge along $\bar{C}_i$ between these vertices is coloured $i$ in such a way as to create a matching. The edges of colour $i$ clearly form a perfect matching of the graph.

The only thing left to explain is why the choice of all $v'$ as specified, creating odd distances, is feasible. Since there are two adjacent vertices on the cycle in each gate that can potentially be used as $v'$, we may pass along the cycle $\bar{C}_i$ making sure that the distances between chosen vertices are odd, until returning to the starting point. The very last distance must be odd because the number of gates equals the number of vertices in $W$. These are precisely the vertices outside the cycle that are not already matched by colour $i$. Since the number of vertices in the graph is even, the parity is correct for every distance to be odd.

4 General dimension

We can extend our main result to general dimension, in the following sense. Modify the definition of $X = (X_1, \ldots, X_n)$ by assuming that the $X_i$ are chosen independently and u.a.r. from $[0,1]^d$, for some fixed integer $d \geq 2$. Redefine $\mathcal{G}(X; r)$ analogously, using some fixed $\ell_p$ norm of $[0,1]^d$. Then Theorem 1 still holds for the random graph process $\mathcal{G}(X; r)_{0 \leq r < \infty}$.

In fact, most of the argument in the paper is independent of $d$, so we shall simply sketch the main differences of those parts that need to be changed.

First of all, the definition of constant $m$ in Section 2 is extended to

$$m = \begin{cases} 2^{d-2}(k + 2 - d - 2/d) & \text{if } 1 \leq k < d, \\ 2^{d-1}(k + 1 - d - 1/d) & \text{if } k \geq d \end{cases}$$

and let $\theta$ denote the volume of the unit $d$-dimensional ball with respect to the $\ell_p$ norm. Then, Proposition 2 remains valid if we change (1) to

$$\theta nr_k d - \frac{2^{d-1}}{d} \log n - m \log \log n,$$

since it still follows from Theorem 8.4 in [7]. In view of that, we replace the condition on $r$ by $\theta nr_k d = \frac{2^{d-1}}{d} \log n + m \log \log n + O(1)$ in the statement of Lemma 3 and by $\theta nr_k d \sim \frac{2^{d-1}}{d} \log n$ in Lemmas 4, 5 and 6.

In order to extend the proof of Lemma 3 to general dimension $d$, we classify bad configurations into types according to their position with respect to the boundary of $[0,1]^d$. More precisely, for each $i \in \{0, \ldots, d\}$, let $T_i$ denote the number of bad configurations such that $X_{v_i}$,
is at distance at most $r$ from exactly $d - i$ facets (i.e. $(d - 1)$-dimensional faces) of $[0, 1]^d$. Setting $\tau_i$ to be the distance between $X_{v_i}$ and the corresponding facet, we obtain by an analogous argument that, for some constant $c > 0$,

$$E T_i = O(1) \sum_{j_1, j_2, j_3, j_4} n^{j_1 + j_2 + j_3 + j_4} \int_0^r \cdots \int_0^r \int_0^{d \rho r} \rho^{d(j_1 - 2) + d - 1} r^{d(j_3 + j_4)} d \rho \, d \tau_1 \cdots d \tau_{d-i}$$

$$= O(1) \sum_{j_1, j_2, j_3, j_4} n^{j_1 + j_2 + j_3 + j_4 + 2} \frac{d \rho r}{n^{2d-1} \log m} \int_0^r \cdots \int_0^r \int_0^{d \rho r} e^{-c r^{d-1} n (\rho + \tau_1 + \cdots + \tau_{d-i})} \frac{n^{d(j_1 - 2) + d - 1} e^{-c r^{d-1} n (\rho + \tau_1 + \cdots + \tau_{d-i})}}{(n^{2d-1} \log m)^{2d-i}} d \rho \, d \tau_1 \cdots d \tau_{d-i}$$

$$= O(1) \sum_{j_1, j_2, j_3, j_4} \frac{n^{j_1 + j_2 + j_3 + j_4 + 2} d \rho r}{n^{2d-1} \log m} \int_0^r \cdots \int_0^r \int_0^{d \rho r} x^{j_1 + j_2 + j_3 + j_4 + 2} e^{-c r^{d-1} n (\rho + \tau_1 + \cdots + \tau_{d-i})} d \rho \, d \tau_1 \cdots d \tau_{d-i}$$

$$= O(1) \sum_{j_1, j_2, j_3, j_4} \frac{(\log n)^{j_1 + j_2 + j_3 + j_4 + 2} d \rho r}{n^{2d-1} \log m} \int_0^r \cdots \int_0^r \int_0^{d \rho r} x^{j_1 + j_2 + j_3 + j_4 + 2} e^{-c r^{d-1} n (\rho + \tau_1 + \cdots + \tau_{d-i})} d \rho \, d \tau_1 \cdots d \tau_{d-i}$$

where we used the change of variables \( \{x = r^{d-1} n \rho, y_1 = r^{d-1} n \tau_1, \ldots, y_i = r^{d-1} n \tau_i\} \) and the fact that \( \theta r n^d = \frac{2d-1}{d} \log n + m \log \log n + O(1) \). This last expression is trivially \( o(1) \) for all \( i \notin \{1, 2\} \), since then we have \( (2^d-1-i)/d > 0 \). To check the cases \( i = 1 \) and \( i = 2 \), observe that an equivalent definition of \( m \) is

$$m = \max\{2^{d-2}(k + 2 - d - 2/d), 2^{d-1}(k + 1 - d - 1/d)\}.$$

Hence (using also that \( j_1 + j_2 \leq k + 1 \) and \( j_1 \geq 2 \)),

$$E T_1 = O \left( (\log n)^{k+1-2d+1/d-m/2d-1} \right) = O(\log^{1-d} n) = o(1)$$

and

$$E T_2 = O \left( (\log n)^{k+1-2d+2/d-m/2d-2} \right) = O(\log^{1-d} n) = o(1).$$

The cells defined in Section 2 become \( d \)-dimensional hypercubes of side \( \delta^r r \), and all the remaining definitions in that section are extended analogously. The a.a.s. events in Lemma 4 simply turn into: for each \( i \in \{0, \ldots, d\} \), all connected sets of cells of area at least \( (1 + \alpha) i r^{d-1} / 2d-1 \) touching exactly \( d - i \) facets of \( [0, 1]^d \) contain some dense cell. The proof is completely analogous, setting \( s = [(1 + \alpha) i r^{d-1} / 2d-1] = \Theta(1) \), changing (2) into

$$\sum_{t=0}^{(M-1)s} \binom{n}{t} (s r^{d} d^t) (1 - s r^{d} d^t)^{n-t} = O \left( e^{-(1+\alpha) i r^{d} n / 2d-1} \sum_{t=0}^{(M-1)s} r^{d} n^t \right)$$

$$= O \left( n^{-1+\alpha i/d+o(1)} \log^{(M-1)s} n \right),$$
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and observing that there are \( \Theta(1/r^i) = \Theta((n/\log n)^{i/d}) \) connected sets of \( s \) cells touching \( d - i \) facets of \([0,1]^d\).

Redefine small sets of cells to be those ones that can be embedded in a \((4d^2) \times \cdots \times (4d^2)\) grid of cells (i.e. a set of cells of \( \ell_\infty \)-diameter at most \( 4d^2\delta'^{r}r \)). Call those sets of cells that are not small large. In these terms, we proceed to extend Lemma 5 to general dimension \( d \geq 2 \). From results in either [1] or [4], we deduce that a.a.s. \( \mathcal{C}_C[D] \) has one very large component \( D_0 \) and all (bad) components of \( \mathcal{C}_C[B] \) have geometric diameter at most \( r/10 \) (see more specifically Lemma 5, Corollary 10 and Section 3 in [1], and also Proposition 5 and Section 3 in [4]). So in particular a.a.s. there is no bad component \( b \) such that \( N(b) \) touches any pair of opposite facets of \([0,1]^d\). In order to show that a.a.s. all bad components are small it is sufficient to prove the following claim:

- A.a.s. for any large connected set of cells \( S \) such that \( N(S) \) does not touch any two opposite facets of \([0,1]^d\), \( N(S) \setminus S \) must contain some dense cell.

The proof of this claim is very similar to the one of the claim in the beginning of the proof of Lemma 5, and simply consists in bounding from below the area of some connected component of \( N(S) \setminus S \) by describing some disjoint suitable subsets contained in one topological component of \( \cup(N(S) \setminus S) \). We thus sketch only the main ideas, and describe the subsets of \( \cup(N(S) \setminus S) \) with the required properties.

For any \( i \in \{0, \ldots, d\} \), assume that \( N(S) \) touches exactly \( d - i \) facets of \([0,1]^d\), namely \( F_1, \ldots, F_{d-i} \), where w.l.o.g. \( F_i = [0,1]^{d-i-1} \times \{0\} \times [0,1]^{d-i} \). For \( i = 0 \), the claim above is immediate from the extended version of Lemma 4, so we focus on the case \( i > 0 \).

First we need some geometric definitions that extend some of the objects we already used for \( d = 2 \). We call \( d \)-ball sector of centre \( O \in \mathbb{R}^d \) to the intersection of the \( d \)-ball of centre \( O \) and radius \((1 - 2d\delta')r\) with one of the \( 2^d \) orthants that arise after translating the origin of coordinates to \( O \). A \( d \)-ball sector has volume \( \theta(1 - 2d\delta')^d r^{d} / 2^d \). Given a cell in \([0,1]^d\), we associate to each of its \( 2^d \) corners the \( d \)-ball sector centred on the corner and in the orthant opposite to the cell. To simplify notation, let us denote the \((d - 1)\)th and \( d \)th coordinates in \([0,1]^d\) (or \( \mathbb{R}^d \)) as ‘horizontal’ and ‘vertical’ respectively, so that the usual two dimensional language can be applied when referring to these coordinates. A vertical cylinder sector in \( \mathbb{R}^d \) is the cartesian product of a \((d - 1)\)-ball sector times \([a,b] \), and we say that this cylinder sector has height \( b - a \geq 0 \). Similarly, we can obtain a horizontal cylinder sector of length \( b - a \) by permuting the last two coordinates. A vertical (horizontal) cylinder sector of height (length) \( b - a \) has volume at least \((b - a) \theta(1 - 2d\delta')^{d-1}r^{d-1}/2^d \).

Now let \( c_1 \) and \( c_2 \) be respectively a toppmost and a bottommost cell in \( S \) (possibly equal or not unique). We can find \( 2^{i-1} \) disjoint \( d \)-ball sectors above \( c_1 \) (associated to the top corners of \( c_1 \) which point towards the interior of \([0,1]^d\) which are contained in the same topological component of \( \cup(N(S) \setminus S) \). Similarly, we can find \( 2^{i-1} \) disjoint \( d \)-ball sectors below \( c_2 \) in the same component. Hence, some topological component of \( \cup(N(S) \setminus S) \) has area at least

\[
2^{i-d} \theta(1 - 2d\delta')^{d} r^{d}. \]

Therefore, if \( 3 \leq i \leq d \) then \( 2^{i-d} > i/2^{d-1} \) and the claim follows by Lemma 4. Notice that so far we did not use the fact that \( S \) is large.

For the cases \( i = 1, 2 \), we need to achieve a better bound by finding some additional and disjoint subsets of \( \cup(N(S) \setminus S) \) with the required properties. Since \( S \) is large, we can assume w.l.o.g. that the vertical length of \( S \) is at least \( 4d^2\delta'r \). Consider first the case \( i = 2 \). Let \( c_3 \) and \( c_4 \) be respectively a leftmost and a rightmost cell in \( S \) (possibly equal or not unique). In
addition to the previously described $d$-ball sectors, we consider a vertical cylinder sector of height $4d^2\delta' r$ to the right of $c_4$ and between the top and the bottom $d$-ball sectors. Similarly, consider a vertical cylinder sector of height $4d^2\delta' r$ to the left of $c_3$, a horizontal cylinder sector of length $\delta' r$ above $c_1$ and a horizontal cylinder sector of length $\delta' r$ below $c_2$. The total area is in this case at least

$$4\theta(1 - 2d\delta')^{d-1}r^{d-1}/2^d + 2(4d^2 + 1)\delta' r\theta(1 - 2d\delta')^{d-1}r^{d-1}/2^d = 2\theta r^d/2^{d-1} \left[(1 - 2d\delta')^d + (4d^2 + 1)\delta'(1 - 2d\delta')^{d-1}/2\right],$$

and the claim follows by Lemma 4 since $(1 - 2d\delta')^d + (4d^2 + 1)\delta'(1 - 2d\delta')^{d-1}/2 > 1$ for $\delta$ small enough.

Finally, suppose $i = 1$. This case is similar to the previous one. We consider the initial $2^i d$-ball sectors as before plus an additional vertical cylinder sector of height $4d^2\delta' r$ to the right of $c_4$, a horizontal cylinder sector of length $\delta' r$ above $c_1$ and a horizontal cylinder sector of length $\delta' r$ below $c_2$. The total area is at least

$$2\theta(1 - 2d\delta')^{d-1}r^{d-1}/2^d + (4d^2 + 2)\delta' r\theta(1 - 2d\delta')^{d-1}r^{d-1}/2^d = 2\theta r^d/2^{d-1} \left[(1 - 2d\delta')^d + (4d^2 + 2)\delta'(1 - 2d\delta')^{d-1}/2\right],$$

and the claim follows by Lemma 4.

Lemma 6 can be extended effortlessly changing 16 to $4d^2$ and other constants appropriately. The remaining parts of the argument either are independent of $d$ or require trivial extensions to the case of arbitrary $d \geq 3$.
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